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Abstract 

Metaheuristic algorithms have garnered a lot of attention in the optimization field. 

Humans have been using metaheuristic algorithms to solve problems for last decade. 

Using concepts from natural selection, evolution, and problem-solving techniques, the 

application of these techniques to combinatorial optimization issues has quickly 

expanded as a field of study. In this paper, a novel meta-heuristic optimization method 

is proposed, called “Bermuda Triangle Optimizer (BTO)”. The underlying concepts of 

the farmer one is inspired by the force of attraction of Bermuda, which many aircraft 

and ships are mysteriously disappeared in this area. The area of attractive force has a 

form of triangle roughly bounded by Florida, Bermuda, and Puerto Rico in which 

attracts any object to the center of triangle. Based on this theory, this point can be 

considered as the best solution (optimal value). BTO is tested in solving test bed suites 

of “Congress on Evolutionary Computation (CEC 2017)”. The BTO is compared against 

well-known physical based optimization algorithms, which are “Chernobyl Disaster 

Optimizer (CDO)”, and “Gravitational Search Algorithm (GSA)”. The outcomes of this 

study prove the performance of BTO in which can be considered as viable alternative. 

     Keywords: Physical-based algorithms, Metaheuristic algorithms, Optimization, Randomness, 

Algorithms    

1      Introduction 

Optimization is the process of generating a large number of possible candidate solutions 

to find the best one that will yield the minimal or maximum value for the specified problem 

[1]. Gradient descent is a well-known technique for tackling derivative optimization 

problems. Although derivatives can yield precise optimal solutions, their exponential 

processing cost can make NP-hard problems unsolvable in a short amount of time. As a 

result, researchers are currently looking at other methods that provide almost perfect 

outcomes in a reasonable polynomial amount of time. 

In the past few decades, algorithmic and artificial intelligence research has focused heavily 

on metaheuristics. They offer a potent alternative to conventional gradient-based 
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mathematical methods for solving difficult optimization problems. One advantage of these 

approaches is that they can produce almost perfect answers in a manageable length of time. 

The simplicity, scalability, and flexibility of metaheuristics make them superior to previous 

methods. Their versatility, broad applicability, and diversity have also sparked research 

into the development and enhancement of a number of optimization problem-solving 

techniques.  The field of optimization has evolved to address a variety of challenging, high-

dimensional issues.  This is particularly true in situations where typical gradient-based 

approaches are insufficient due to issues like non-linearity, discontinuity, or non-convexity 

in the objective function [1]. 

Recent, nature-inspired optimization algorithms have a vast range of applications in 

various domains such as biology, economics, and engineering [1]. These algorithms are 

developed to solve complex problems efficiently and quickly [2]. Four main categories of 

these algorithms can be bifurcated to generate an optimal solution to different kinds of 

problems. These categories can be listed as follows: 

 Swarm-based algorithms are inspired by the behavior of swarms in collaborative 

reproduction and survive. An example of this kind of algorithms is “Sperm Swarm 

Optimization” [3]. 

 Physical-based algorithms are inspired by physical principles and theories of the 

universe. Examples of this kind of algorithms are “Chernobyl Disaster Optimizer 

(CDO)” [4], and “Gravitational Search Algorithm (GSA)” [5].  

 Evolutionary-based algorithms is inspired by Darwin’s theory of evolution. An 

example of this algorithms is “Genetic Algorithm (GA)” [6].  

 Human - based optimization algorithms is inspired by the human behavior, and life 

style [7]. Example of this category is Harmony Search Algorithm (HAS).  

 

The exploration and exploitation principles should be applied by the aforementioned 

categories of algorithms in an effort to reach at the global optimal solution.  The capacity 

of an algorithm to identify every aspect of a problem's dimension is known as the 

exploration principle.  Conversely, exploitation describes an algorithm's capacity to arrive 

at the best possible answer to a problem.  Hence, these algorithms strive for equilibrium 

among the previously listed principles.  

Before it can be reviewed about the aforementioned main categories of optimization 

algorithms CDO, and GSA proses can be stated as follows [4, 8]: 

 GSA and CDO are very easy to use and understand.  

 GSA and CDO are capable of exploration. 

 GSA and CDO may be used to solve parametrical, non-differential, non-

continuous, nonparametric, and even multi-dimensional problems.  

 

According to a different perspective, CDO, and GSA have several odds, some of which 

are as follows [4, 8].:  

 The delayed convergence of the GSA and CDO limits their potential for 

exploitation.  

 They face problem of tripping in a local minima of wide search space.  

 

These weaknesses of the aforementioned algorithms are motivated us to propose new 

optimization algorithm. In this paper, we propose an algorithm, namely “Bermuda Triangle 

Optimizer (BTO)”, which is inspired by force of attraction of Bermuda. There are many 

aircraft and ships are mysteriously disappeared in this triangle of Bermuda. The proposed 

algorithm will be capable to reach the global optima in excellent performance and speed. 
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Hence, in this article, a test bed problem of “Congress on Evolutionary Computation (CEC 

2017)” is used for this purpose, which are used to evaluate the efficiency of the proposed 

method with the classical CDO and GSA.  

The rest of the paper is structured as follows. Background on “Gravitational Search 

Algorithm (GSA)”, and “Chernobyl Disaster Optimizer (CDO)”, are discussed in Sec.2.  

“Bermuda Triangle” and “Bermuda Triangle Optimizer (BTO)” are presented in Sec.3. 

Experimental and outcomes of the study are presented in Sec.4 We conclude the outcomes 

in Sec.5. 

2      Related Work 

In this section, a description of physical based algorithms namely, GSA, and CDO are 

presented, in which their metaphor, structure, and even their mathematical formulations 

are elaborated comprehensively. 

2.1      “Standard Gravitational Search Algorithm (GSA)” 

This approach was created by E. Rashedi et al. as a physical technique that is inspired by 

Newton's theory and rule [5]. According to Newton's hypothesis, "everything in the 

universe attracts everything else with a force that is inversely proportional to the square of 

their distance apart and directly proportional to the product of their masses" [5]. This theory, 

presupposes a collection of agents in the search space domain, which is simulated by the 

GSA technique. Every agent in that area creates a gravitational pull on other agent, which 

the heavier mass pulls the softer ones.  
 

The agents are randomly assigned to the search space domain at the start of the iterations 

in the GSA method. Depending on that, the following formula is used to determine the 

gravitational forces between possible solutions (agents) i and j: 
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where, 

 ajM  – is active mass of gravity of potential solution j; 

 piM  – is the passive mass of gravity of potential solution i; 

 G(t) – is the constant of gravitational at time; 

 ijR  – is the Euclidian distance among two potential solutions j and i. 

   – is a constant factor. 

 

The following formula is used to calculate G(t) [5]: 

 

),max/exp()( 0 iteriteraGtG   (2) 

 

where, 

  G0 – is the potential value that is created initially; 

 iter – is the iteration of current; 

 a – coefficient of descending; 

 maxiter – is value of final iteration.  
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The total force that affects a possible solution in dimension d of the problem's search space 

can be computed as follows [5]: 
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where, 

 randj is a random factor between (0, 1). 

The acceleration of every possible solution should be calculated using equation 4 [5], 

which states that "the acceleration of potential solution is proportional to the force and the 

inverse of its mass" and depends on the motion low.  
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where, 

 t – is a necessary amount of time; 

 Mii – is the prospective solution's inertia mass, i. 

The following formula can be used to get the potential solutions' location and velocity:  
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where, 

 randi is a random value between (0, 1). 

2.2      “Standard Chernobyl Disaster Optimizer (CDO)” 

The “Chernobyl Disaster Optimizer (CDO)” is inspired by Chernobyl nuclear accident that 

is happened in Chernobyl in 1986. In this algorithm, Shehadeh [4] simulates the 

propagation and effects of radiation particles that are omitted from nuclei, which attack 

humans in order to address optimization challenges. The kinds of particles of radiation that 

the optimizer takes into account are alpha (α), beta (β), and gamma (γ).  These particles 

and explosion zone are depicted in the Figure 1 [4]. 

In CDO, Shehadeh assumes that the present locations of the gamma, beta, and alpha 

particles are 𝑋𝛾(𝑡), 𝑋𝛽(𝑡), and 𝑋𝛼(𝑡) respectively. The following models, in that order, 

provide the gamma, beta, and alpha particle propagation [4]: 

 

 

 

 

Figure 1: The particles of radiation and explosion point 
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𝜌𝛾 =
𝑥ℎ

𝑆𝛾
− (WSℎ ⋅ rand⁡())  (7) 

 

𝜌𝛽 =
𝑥ℎ

0.5⋅𝑆𝛽
− (WSℎ ⋅ rand⁡())  (8) 

 

𝜌𝛼 =
𝑥ℎ

0.25⋅𝑆𝛼
− (WSℎ ⋅ rand⁡())  (9) 

 

where, 

 𝑥ℎ is the area of human walking within a circle with a random radius between 0 

and 1 [4]; 

𝑥ℎ = 𝑟2 ⋅ 𝜋  (10) 

 

 𝑆𝛾, 𝑆𝛽, and 𝑆𝛼 are the normalized random speeds of the gamma, beta and alpha 

particles respectively [4]: 

𝑆𝛾 = log⁡(rand⁡(1: 300,000)) (11) 

 

𝑆𝛽 = log⁡(rand⁡(1: 270,000))   (12) 

 

𝑆𝛼 = log⁡(rand⁡(1: 160,000))  (13) 

 

 𝑊𝑆ℎ  is walking speed of human, which is decreased linearly from 3km to 0, 

defined as Eq (14) [4]: 

WSℎ = 3 − 1 ∗ ((3)/ Maximum_Iteration ) (14) 

 

The difference between the gamma, beta and alpha particles positions and total 

position can be calculated using the following formulas, respectively [4]: 

Δ𝛾 = |𝐴𝛾 ⋅ 𝑋𝛾(𝑡) − 𝑋𝑇(𝑡)|   (15) 

 

Δ𝛽 = |𝐴𝛽 ⋅ 𝑋𝛽(𝑡) − 𝑋𝑇(𝑡)|    (16) 

 

Δ𝛼 = |𝐴𝛼 ⋅ 𝑋𝛼(𝑡) − 𝑋𝑇(𝑡)|     

where: 

 𝐴𝛾, 𝐴𝛽, and 𝐴𝛼 are the propagation areas of the gamma, beta, and alpha particles, 

respectively, represented as the area of a circle with a random radius between 0 and 

1as depicted in Figure 1 [4].  

𝐴𝛾 =⁡𝐴𝛽 =⁡𝐴𝛼 = 𝑟2 ⋅ 𝜋    (17) 
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 𝑋𝑇 is the average speeds of all particles [4]: 

𝑋𝑇 =⁡
𝑣𝛾+⁡𝑣𝛽+𝑣𝛼

3
      

(18) 

where, 

 

𝒗𝜸, 𝒗𝜷, and 𝒗𝜶 are the Gradient Descent Factors of gamma, beta and alpha particles 

respectively, which are calculated using the following formulas to find the optimal 

solution [4]: 

𝑣𝛾 = (𝑋𝛾(𝑡) − 𝜌𝛾 ⋅ Δ𝛾)    

  

(19) 

 

𝑣𝛽 = 0.5⁡. (𝑋𝛽(𝑡) − 𝜌𝛽 ⋅ Δ𝛽)     (20) 

 

𝑣𝛼 = 0.25⁡. (𝑋𝛼(𝑡) − 𝜌𝛼 ⋅ Δ𝛼)   

  

(21) 

 

3      Review on Bermuda Triangle 

The Triangle of Bermuda [9] is one of our time's most persistent and fascinating mysteries.  

A number of ships and aircraft are reported to have inexplicably vanished from the 

Bermuda Triangle, often called the Devil's Triangle, which is located in the western portion 

of the “North Atlantic Ocean (NAO)”. The Bermuda Triangle's boundaries are generally 

located by the points of San Juan, Puerto Rico; Miami, Florida; and Bermuda [10]. The 

Bermuda Triangle is depicted in Figure.2.  

 

 
Figure 2: Bermuda Triangle 

 

The most well-known catastrophic events connected to the Bermuda Triangle are [10, 

11]:  

1. Flight 19: Five U.S. Navy TBM Avenger torpedo bombers were on a training 

mission when they vanished over the Bermuda Triangle on December 5, 1945.   

2. USS Cyclops: A collier, or coal ship, of the U.S. Navy vanished in 1918 while 

passing through the Bermuda Triangle.   

3. Star Tiger: A British South American Airways DC-3 aircraft went missing on 

January 30, 1948, while flying from Puerto Rico to Miami. 
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Numerous hypotheses have been put out to explain the enigmatic events in the Bermuda 

Triangle, including:  1. Magnetic Anomalies [12]: according to some experts, the Bermuda 

triangle has odd magnetic anomalies that can skew compass readings and interfere with 

navigational aids.  2. Methane Gas [12]: According to some scientists, ships and aircraft 

may sink as a result of methane gas bubbles rising from the seafloor.  3. Rogue Waves [13]: 

According to another idea, the Bermuda triangle frequently experiences rogue waves, 

sometimes referred to as freak waves, which can be extremely strong and high.  4. Human 

Error: According to a number of experts, human error such as poor navigation or 

malfunctioning equipment is to blame for the incidents that have occurred in the 

Bermuda Triangle. 

3.1 Bermuda Triangle Optimizer (BTO) 

Based on the prior information, we can notice that The Bermuda Triangle has a massive 

force that pulls any object near to its area. Based on Einstein’s gravitational theory of black 

holes or any objects that have an attractive force, the Eq(22) can be used as a model of  

Bermuda Triangle of gravity force [14].   

 

2

21

r

MMCUG
G force


  

(22) 

 

where, 

 The CUG –  is the constant of universal gravitation, which is 6,67x10-11Nm2Kg-2 

[15]; 

 M1 – is the mass of center of Bermuda that generates the gravitational field, which 

is a random number; 

 M2  –  is that mass that affect by M1, which is a random number; 

 r – is the distance between M1 and M2 , which is a random number. 

Based on scientists, the zone of Bermuda force is approximately of the total area range 

between 500,000 and 1,510,000 square miles [16]. This zone is coefficient calculated by 

the following equation: 
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where, 

 minarea  – is the minimal value of area of Bermuda force, which is 500000 square 

miles.  We take the logarithm for this value to normalize it; 

 iIter  – is the counter value at the ith iteration; 

 maxarea –  is the maximum value of area of Bermuda force, which is 1,510,000 

square miles.  We take the logarithm for this value to normalize it; 

 TIter  – is the maximum number of iterations. 

 

The probability ratio of Bermuda force can be calculated by the following equation.  In 

math, the p-value is the probability that the null hypothesis is true. (1 – the p-value) is the 

probability that the alternative hypothesis is true, as in Eq.(24). 
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where, 

 iIter  – is the counter value at the ith iteration; 

 TIter  – is the maximum number of iterations. 

 Gforce – is Eq. (22), which is Bermuda triangle force. 
 

The probability of prescience of any object inside Bermuda triangle or outside the triangle 

has two values more than 0.5 or less than 0.5 randomly. If the random value is greater than 

0.5, the theory of this algorithm will apply the subtraction operation, which means the 

massive attraction force and can be formulated based on area of Bermuda triangle as 

depicted in Figure 3. The object inside Bermuda, it already has massive attraction force. In 

Eq.(24), PoF is (1 – the p-value), which is the probability that the alternative hypothesis is 

true, that is why we use  subtraction operation in Eq.(28) in section 1.On the other hand, if 

the random value of prescience of any object is less than 0.5, the theory of this algorithm 

will apply the addition operation, which means the less attraction force. This can be 

calculated by the subtraction between the Bermuda triangle area and the surrounded area 

(the yellow circle area) as depicted in Figure 3. Based on that, the object will move to the 

optimal solution based on Eq.(28). The full procedure of Bermuda Triangle Optimizer 

(BTO) is presented in Algorithm 1. 

 

 
Figure 3: Massive attraction force and less attraction force 

where, 

 LB and UB – are the lower and upper bound of a problem search space; 

 ZoneBF – the zone of Bermuda force, which can coefficient calculated using 

Eq.(23) 

 PoF – is the probability ratio of probability ratio of Bermuda force, which can be 

calculated based on Eq. (24); 

 Best(xj) – is the best achieved value; 

 Acc – is accelerator function that can be calculated using the following formula, 

which is used to speed up the ocean flow. 
 

  Ti IterIter
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where, 

o r – is a random value; 

o e – is exponential value; 

o iIter  – is the counter value at the ith iteration; 

o TIter  – is the maximum number of iterations. 

 Trianglearea – is the Bermuda area, which has a massive attraction force. This area 

can be calculated by Eq. (26). This area is depicted in Figure 3 as a black dashed 

triangle.  

215.0 rrTrianglearea   (26) 

 

 

where, 

o r1 – is a random value, which is the base of triangle; 

o r2 – is a random value, which is the height of triangle; 

 

 Circlearea – is the area that surrounded by Bermuda, which has less attraction force. 

This are can be calculated by Eq.(27). This area is depicted in Figure 3 as a yellow 

circle.  

areaarea TrianglerCircle  2  (27) 

 

 

where, 

o r – is a random value, which the radius of circle;  

o Trianglearea – is the Bermuda area, which is Eq(26). 
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BTO uses the levy and chaos methods to simulate the exact movement of attracted objects 

to the central of Bermuda in which these objects mainly are forced to move in an irregular 

path by ocean tide and Bermuda force. The levy method is modeled in the following 

equation, which is used to make a wide variety values in the initialization step. For the 

chaos methods, we have used a set of methods such as Chebyshev map, Circle map, 

Gauss/mouse map, Iterative map, Singer map, Sinusoidal map, and Tent map to increase 

the speed of algorithm and to explore and exploit all the portions of search space domain.  
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Algorithm 1 Bermuda Triangle Optimizer (BTO) 

Begin 

Step 1: 1: Initialize the attracted objects in Bermuda. 

2: Initialize the solutions’ positions randomly. (Solutions: i=1, ..., N.) 

Step 2: while (the end iteration is not achieved) do 

Step 3: evaluate the Fitness Function for the given solutions 

Generate the best solution 
Calculate the zone of Bermuda force value using Eq. (23). 

 Update the probability ratio of Bermuda force value using Eq. (24). 

for (i=1 to Solutions) do 

for (j=1 to Solutions) do 

Generate a random value between [0, 1], which is the probability of presence  

the object in Bermuda  

if random >0.5 then 

the object is inside Bermuda, which apply Subtraction operator (“− ”). 

Update the positions of solutions using the first theory in Eq. (28). 

Else 

the object is outside Bermuda, which apply Addition operator  

(need more attraction force to pull the objects inside Bermuda triangle) ( “ + ”). 

Update the positions of solutions using the second theory in Eq. (28). 

EndIf 

Step 4: update the iteration counter  

End. 

 

4      Experimental and Result 

The performance of the proposed “Bermuda Triangle Optimizer (BTO) are estimated using 

test bed suites of 23 mathematical problems, which are taken from the well-known 

“Congress on Evolutionary Computation (CEC 2017)” [4]. GSA, and CDO and the 

proposed BTO are coded in “MATLAB R2023a” and run on Intel core i5 CPU, 8 GB RAM 

utilizing Windows 11. 

The efficiency and quality of results of BTO are compared against CDO and GSA 

algorithms in terms of best fitness (optimal value), standard deviation (), and mean () 

value. The best fitness values of methods for each benchmark function are recorded in the 

last iteration of the procedure.   The proposed method, CDO and GSA have various 

parameters in which are initialized at the beginning of the procedures.  These parameters 

are stated in Table 1. 
  

Table 1: Parameters of GSA, CDO and BTO 

Parameters Value 

GSA 

a – coefficient of 

descending; 

20 

G0 – is the potential value that 

is created initially 

1 

Size of population  30  

Numbers of 

iterations/generations 

1000 

Size of population (swarm 

size)  

30  

Numbers of iterations  1000 

CDO 

 – is the speed of gamma  Rand  (1, 300,000) km/s 
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 – is the speed of beta Rand  (1, 270,000) km/s 

 – is the speed of alpha Rand  (1, 16,000) km/s 

r – is the radius of radiations 

propagation  

Rand  (0, 1) 

Size of population 30 

Numbers of iterations 1000 

BTO 

CUG 6,67x10-11Nm2Kg-2 

minarea  log(500000) 

maxarea  log(1,510,000) 

Size of population 30 

Numbers of generations 1000 

 
 

Table 2: GSA, CDO and BTO numerical results of benchmark functions. 

 

 

 

 
 

 

 

 

 
 

Table 3:  GSA, CDO and BTO statistical results of benchmark functions. 

Problem 

Number 

GSA CDO BTO 

      

(1) 2.11e+2 2725.425 2.81e+03 9218.187043 6.237578e+0 43.35072 

(2) 1.13e+7 3.58e+08 2.14e+10 6.1833e+11 402896e+1 2.084922 

(3) 1.03e+3 4559.733 8.58e+04 100057.5951 307.9632 1536.95 

(4) 3.72e+00 5.20553 1.10e+01 23.72986324 7.365007 18.39352 

(5) 2.85e+05 7657691 7.46e+06 26860036.51 38370.17 658704.6 

(6) 4.96e+02 3336.817 3.59e+03 11301.18413 408.026 1583.102 

(7) 6.82e+00 22.82138 4.43e+00 16.00126141 0.463912 1.488222 

(8) -

3.41e+03 61.87957 

-

3.66e+03 

109.3767252 

-2029.17 101.5579 

 

Table 4: GSA, CDO and BTO numerical results of benchmark functions. 

Problem Number  GSA CDO BTO 

Best 

fitness 

Best 

fitness 

Best fitness 

(9) 42.8 0.00000 0.00000 

(10) 7.59e-09 4.44e-15 4.44E-16 

(11) 6.333 0.00000 0.00000 

(12) 

0.750 

1.106102

428 1.42830782 

(13) 

0.0110 

0.294755

937 0.37245674 

(14) 

1.995 

2.982107

311 1.05809603 

(15) 2.3e-3 3.1e-4 4.7342e-4 

(16) -1.03 -1.03 -1.03 

Problem Number  GSA CDO BTO 

Best fitness Best fitness Best fitness 

(1) 1.01e-16 2.29e-262 0 

(2) 7.53e-08 2.79e-135 3.13e-310 

(3) 5.79e+02 1.83e-226 0 

(4) 2.470583 1.52e-126 2.39E-303 

(5) 26.83491 27.23930087 8.91678572 

(6) 297.666 7.5 0.46577979 

(7) 0.072594 3.19e-05 6.06E-05 

(8) -3415.7 -3720.669834 -2056.1316 
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Table 5: GSA, CDO and BTO statistical results of benchmark functions. 

Problem 

Number 

GSA CDO BTO 

      

(9) 6.89E+01 63.1026 1.82E+02 132.4407183 0.161237 2.128815 

(10) 6.31E-01 1.850071 2.79E+00 6.369129417 3.454814 6.567251 

(11) 1.44E+01 49.52972 3.60E+01 110.5403913 10.58792 31.13853 

(12) 7.87E+05 20086708 1.33E+07 53182172.98 1.02E+08 2.76E+08 

(13) 1.64E+06 40544592 2.13E+07 86557208.63 1791279 6579388 

(14) 2.43E+00 13.57987 5.42E+00 0.234957768 1.277868 4.675419 

(15) 6.21E-03 0.011477 1.27E-03 0.025089272 0.008319 0.019413 

(16) -

1.02E+00 0.088165 

-9.93E-

01 

0.102033521 -9.346E-

1 0.336537 

 

Table 6: GSA, CDO and BTO numerical results of benchmark functions. 

Problem Number  GSA CDO BTO 

Best fitness Best fitness Best 

fitness 

(17) 0.39 0.39 0.39 

(18) 3 3 3 

(19) -3.8 -3.8 -3.8 

(20) 

-3.32 -3.32 

-

2.9818014 

(21) -10.15 -9.336480824 -3.784962 

(22) 

-10.40 -7.940198741 

-

4.5279703 

(23) 

-10.53 -8.657742972 

-

4.0144968 

 

Table 7: GSA, CDO and BTO statistical results of benchmark functions. 

Problem 

Number 

GSA CDO BTO 

      

(17) 4.08e-01 0.043303 4.05e-01 0.088137775 0.4222 0.097661 

(18) 3.59e+00 2.782326 5.87e+00 2.496927259 3.835106 4.694067 

(19) -

3.85e+00 0.075046 

-

3.85e+00 

0.019301841 

-3.7249 0.315734 

(20) -

3.24e+00 0.207765 

-

3.26e+00 

0.112827492 

-2.9269 0.266177 

(21) -

9.14e+00 2.654223 

-

8.43e+00 

1.93810293 

-3.19894 1.133138 

(22) -

9.40e+00 2.65385 

-

7.39e+00 

1.49386918 

-4.0088 1.242694 

(23) -

9.38e+00 2.793826 

-

7.60e+00 

1.408646007 -3.46273 

 1.146176 

 

 

 

 

 

 

 



 

 

 

13                                                                              Bermuda Triangle Optimizer (BTO)… 

Table 8: Ranking the approaches from best to worse obtained fitness value 

Function

 

Based on the fitness values, we can rank the methods from best to worse as 

follows 

(1) 
BTO, CDO, followed by GSA 

(2) 
BTO, CDO, followed by GSA 

(3) 
BTO, CDO, followed by GSA 

(4) 
BTO, CDO, followed by GSA 

(5) 
BTO, CDO, followed by GSA 

(6) 
BTO, CDO, followed by GSA 

(7) 
BTO, CDO, followed by GSA 

(8) 
CDO, GSA, followed by BTO 

(9) BTO and CDO in the same rank, followed by GSA 

(10) 
BTO, CDO, followed by GSA 

(11) BTO and CDO in the same rank, followed by GSA 

(12) GSA, CDO, followed by BTO 

(13) GSA, CDO, followed by BTO 

(14) BTO, GSA, followed by CDO 

(15) GSA, CDO, followed by BTO 

(16) All in the same rank 

(17)  All in the same rank 

(18) All in the same rank 

(19) All in the same rank 

(20) GSA, and CDO in the same rank, followed by BTO 

(21) GSA, CDO, followed by BTO 

(22) GSA, CDO, followed by BTO 

(23) GSA, CDO, followed by BTO 

  
 

The experimental results can be summarized in the tables from two to seven, in which the 

best optimal values are summarized in the highlighted background. Ten iterations of the 

tests are conducted to guarantee that the results converge. Statically speaking, the BTO 

outperforms the other methods in generating the least fitness value of fifteen benchmark 

functions. GSA is the best on ten benchmark function, and CDO is the best on five 

benchmark functions. for the mean values, the BTO is the best on nine benchmark 

functions. GSA is the best on nine benchmark functions. CDO is the best on six benchmark 

functions. From table 8, we can notice, that BTO superior in solving f1, f2, f3, f4, f5, f6, 

f7, f14 functions, which are complex and ragged functions. In addition, BTO beats in the 

same rank with CDO in solving f9, and f10. On the other hand, for functions f16, f17, f18, 

and f19 all beats in the same rank. The results of convergence rates prove the efficiency 

and speed of BTO. This is clear in the figures of convergence of f1, f2, f3, f4, f5, f6, f7, 

f14, f9, and f11. 
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6      Conclusion  

In this paper, we propose a novel metaheuristic optimization algorithm, namely “Bermuda 

Triangle Optimizer (BTO)”, which is a physical-based optimizer. In BTA, the objects 

around this area are affected by attraction force of Bermuda Triangle, which are pulled to 

the central of it. This algorithm is compared against other well-known physical-based 

optimizers, which are “Chernobyl Disaster Optimizer (CDO)”, and “Gravitational Search 

Algorithm (GSA)”. The thirty-two benchmark functions of CEC 2017 are utilized to 

evaluate the proposed algorithm, which contains unimodal, multimodal, and complex 

mathematical functions. The outcomes show that the BTO can be considered as viable 

alternative. In the future, we will enhance the BTO by hybridizing it with other physical 

based or swarm based algorithms to increase its performance and efficiency. In addition, 

we will apply it to optimize some problems of Unmanned Aerial Vehicle (UAV) and 

Wireless Sensor Network (WSN). 
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Figure 4: Convergence rate of GSA, CDO and BTO in solving benchmark functions from 1 to 23. 
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