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Abstract 

Sentiment analysis is a widely used technique in psychology, politics, and marketing 
that makes use of computational linguistics and natural language processing. The 
main focus of this research is a thorough literature assessment on sentiment analysis 
that is especially used with dialectical Arabic. Different dialects have different syntax, 
morphology, and grammar, which makes it difficult to classify polarity in dialectical 
Arabic. Our Systematic literature review investigates several aspects of sentiment 
analysis for dialectical Arabic in order to address these problems and support scholars 
working on similar projects. We identify the following phases as crucial: 
preprocessing, feature extraction, text annotation, and the chosen methodologies. We 
also present a newly corpus of 14,141 Iraqi dialect Facebook comments for 
benchmarking all of the text sentiment analysis and polarity classification on Iraqi 
texts. This corpus can be considered as an invaluable tool for sentiment analysis 
research in Arabic language setting 

Keywords: Iraqi dialect; polarity classification; sentiment analysis; word Embedding. 

1 Overview 
The most common Semitic language, Arabic, has between 80 and 400 million native 
speakers and is recognized as an official language in 28 nations. Its importance extends 
beyond its linguistic supremacy since, to the 1.6 billion Muslims worldwide, Arabic is 
the sacred language of the Quran. Three primary varieties of Arabic exist: Modern 
Standard Arabic, the current unified form taught in schools and used in media and news; 
Classical Arabic, which mimics the older form found in the Quran and includes several 
terms seldom used in modern speech. Conversely, dialectal Arabic includes a range of 
regional variants that are spoken informally [1]. 

The colloquial Arabic spoken in daily life, known as dialectal Arabic, varies greatly 
between and even within nations. It has different vocabulary and pronunciations, and its 
grammar is not standardized like Modern Standard Arabic's. Additionally, it includes 
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terms that are exclusive to a particular dialect or that are acquired from other languages. 
These differences also exist in textual form, which presents difficulties for automated 
processing [2], [3]. 

Arabic dialects vary somewhat in vocabulary and grammar, leading to different writing 
styles and pronunciations [4]. According to research by [5], it's surprising that certain 
towns in various nations may have more linguistic traits than towns inside the same 
region. Nonetheless, Arabic dialects are divided into six regional groupings according to 
a taxonomy by [6]: Levantine, Egyptian, Yemeni, Iraqi, Maghreb, and Gulf. 
Interestingly, countries in each area frequently talk the same dialects. In comparison to 
Modern Standard Arabic, Arabic dialects show less linguistic ties to classical Arabic, 
according to research by [7]. The authors also discovered that, in contrast to Modern 
Standard Arabic, Arabic dialects have less linguistic resources available to them. There 
are a few standard Dialectical Arabic resources, like the stop word list and a large 
Dialectical Arabic corpus, but more and more people are calling for the creation of novel 
natural language processing methods that can handle different Arabic dialects without 
being limited by their unique characteristics.  

Sentiment analysis is the technique of identifying in different languages whether a text or 
voice conveys good, negative, or neutral attitudes. This technique involves several 
processes, including text annotation, preprocessing, extraction, and text classification 
using specialized models. 

Sentiment analysis in dialectical Arabic has been the subject of some research. [8] 
investigated several categorization strategies and techniques used to sentiment analysis in 
Arabic dialect. Conversely, [9] and  [10] concentrated on the shortcomings of sentiment 
analysis for Arabic dialect. Many researches have produced intriguing results, but a 
number of issues still exist, mainly because Arabic dialects differ greatly in their 
morphology and character. Several researchers have noted that sentiment expressions 
may differ between areas, enabling the development of area-independent sentiment 
models, including [11] and [12] . As [13]  pointed out, feature extraction is still a difficult 
operation that can have a big influence on the model's performance, either favorably or 
adversely. [14]  also stressed the need of language models and preprocessing methods in 
order to address the intricacy of Dialectical Arabic traits like Arabizi. These initiatives 
help to improve sentiment analysis's precision and usefulness for Arabic dialects. 

Sentiment analysis for Iraqi dialects has a number of noteworthy obstacles and 
restrictions, chief among them being the dearth of publicly accessible, appropriately 
labeled datasets designed specifically for this purpose. To address this issue, this study 
introduces a newly compiled corpus of Facebook comments in Iraqi dialect, aimed at 
benchmarking text sentiment analysis and polarity classification for Iraqi texts. The Iraqi 
corpus was generated from comments on Facebook using Facepager software. This 
corpus is a valuable resource for sentiment analysis research in the context of the Arabic 
language. This work aims to provide a comprehensive overview of the literature 
concerning research methodology, preprocessing methods, lexicon-based approaches, 
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and machine learning methods in sentiment analysis for Iraqi dialects. This systematic 
literature review analyzes different facets of sentiment analysis for dialectical Arabic, 
aiming to identify current challenges and support researchers in the field. The identified 
critical phases include preprocessing, feature extraction, text annotation, and the chosen 
methodologies. The article is organized as follows: Section 2 describes the methodology 
for the systematic review; Section 3 gives an overview of relevant works; Section 4 goes 
into depth about the findings; Section 5 talks about the results and future directions for 
research; and Section 6 presents the study's conclusion. 

2 Methodical Review of the Literature 

In order to fully analyze the body of research on sentiment analysis for the Arabic and 
Iraqi dialects, we performed a systematic literature review in this study. Both quantitative 
and qualitative research were combined to identify essential linkages, limits, and notable 
discoveries by critically reviewing and choosing pertinent papers written by Arabic 
speakers. This provided a deeper grasp of the state of the art in this field. As per the 
directives provided by [15], our study utilized exacting techniques for gathering and 
evaluating data. The study includes all necessary procedures, including a comprehensive 
search of the literature, data collection on Iraqi dialects, and the extraction of important 
information from the chosen literature. We investigate the areas, sources, and dataset 
sizes utilized in the reviewed works, as well as the numerous sentiment analysis 
procedures applied to Arabic dialect sentiment analysis, preprocessing strategies, and 
feature extraction methods. 

3   Related Work 

Growing interest in the sentiment analysis of diverse Arabic dialects has resulted in the 
introduction of several methods and instruments for the categorization and analysis of 
Modern Standard Arabic in recent years. Scholars have investigated a number of issues 
surrounding sentiment analysis for Arabic dialects, such as the intricacies associated with 
morphology, linguistic interdependence, Arabizi transliteration, removal of negation 
detection, stop words, and stemming. There are three primary methods that have been 
identified in the available literature: lexicon-based, machine learning, and hybrid 
techniques. These approaches are illustrated in Fig. 1. 

Utilizing a pre-existing sentiment lexicon, the lexicon-based technique collects sentiment 
scores for every word in a text to assess the sentiment of the content as a whole. These 
lexicons were developed using two different methodologies: corpus-based lexicon 
creation and dictionary-based lexicon creation. It's important to remember that both kinds 
of lexicons are domain-specific, which means they are made for specific fields or 
subjects. The application of lexicon features (LF) obtained from part of speech tags 
(POS) and stylistic and syntactic aspects has been investigated in a number of papers. For 
example, [16] utilized emoticons, abbreviations, and interjections as lexicon features. 
They also used the SVM method with N-grams, and their accuracy was 75.31%. [17] 
carried out many tests on a dataset of 7698 comments pertaining to the Algerian dialect. 
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With a lexicon-based method and a common phrase similarity calculation module, they 
performed a variety of preprocessing approaches, such as transliteration, translation, and 
khoja stemming, and achieved an accuracy of 79.13%. [18] used WordNet in a different 
study to retrieve principles characteristics from a collection of data with 826 tweets. They 
examined many classifiers, including SVM and naïve Bayes (NB), and the F1-score 
measure showed that the SVM method performed best, scoring 95.63%. Furthermore, 
using a dataset of 3484 comments, a number of manually created characteristics were 
taken from various publications [19], [20], [21], [22], [23]. 

These characteristics allowed the polarity score of comments to be calculated. These 
elements included negation, POS, intensifiers, emoticons, and the semantic orientation of 
each word. Their astounding accuracy rates for positive and negative labels were thus 
98.2% and 93.2%, respectively. Additionally, a lexicon-based strategy together with 
numerous lexicon expansion strategies was used by the Knowledge Media Institute, The 
Open University, UK et al. (2019), yielding an accuracy of 69%. 

By training on a vast number of samples, machine learning (ML) systems have the 
benefit of automated improvement over time, unlike lexicon-based approaches that 
depend on human-labeled texts. The Arabic language's sentiment analysis has made 
considerable use of this. Interestingly, Word2vec [24]  has been used as a prediction-
based feature extractor, and it has produced good results, as shown in trials by  [25] and 
[26], where Word2vec performed the top. The researchers trained aa group of data with 
63,000 comments from Tunisia using the logistic regression (LR) technique in one 
experiment. The outcome was an F1-score of 81.88%. In a different experiment, LF 
combined with SVM produced an accuracy of 60.6% using a dataset of 1200 tweets from 
Egypt. However, the accuracy increased to 70% when Word2vec was used in conjunction 
with the Deep Learning (DL) algorithm as a prediction-based embedding (PBE) 
approach. 

Additionally, [27] examined the efficacy of several preprocessing methods and machine 
learning techniques using a group of Jordanian data with 1000 comments that was 
gathered from Twitter. Transliteration negative handling, stop word removal, the 
techniques that were employed included translating the Jordanian dialect into Modern 
Standard Arabic and substituting emoticons. With an accuracy rate of 76.78%, the NB 
method surpassed the KNN and SVM algorithms. By a 93% accuracy rate, Doc2vec was 
used as a PBE approach in [28] to examine a dataset of 33,000 tweets. Another work by 
[29] used CNN architecture and term frequency with preprocessing to perform many 
trials on a Moroccan dataset of 2,000 comments, obtaining 96% accuracy. Applying 
preprocessing measures, however, only slightly increased performance by 3%. In another 
research conducted by Soumeur et al. in 2018, they obtained a classification accuracy of 
60.11% by utilizing the Naive Bayes classifier and Bag-of-Words feature extractor on a 
dataset consisting of 25,475 comments from Algeria. It is worth noting that no 
preprocessing was performed on the dataset. 
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After that, adding preprocessing processes resulted in a noteworthy nearly 10% 
improvement. The BiLSTM architecture was trained with fast Text word embedding in 
[30], yielding an accuracy of 66.78%. In the meanwhile, 56.3% accuracy was obtained in 
4-way classification studies utilizing LR and Term Frequency-Inverse Document 
Frequency (TF IDF) on the MSTD dataset [31]. An accuracy of 55.6% was obtained by 
combining the Support Vector Classifier (SVC) with the Bag of Words method (BOW). 
Utilizing linear TF-IDF and SVC with trigram, the greatest accuracy of 77.6% was 
obtained for 2-way classification (positive, negative). When compared to statistical 
methods, prediction-based embedding methods—especially sentiment analysis—have 
completely transformed natural language processing jobs, even if frequency-based 
feature extractors still produced satisfactory results. 

Furthermore, word embedding approaches are frequently paired with recurrent neural 
networks and other deep learning (DL) techniques. For example, [32]experimented with 
Word2vec and many machine learning methods on a variety of datasets. Using the SVC 
algorithm, they were able to get the greatest performance of 81.46% accuracy on a group 
of Tunisian data with 16,448 comments. 

The creation of language models such as AraBERT by [33] has resulted in significant 
progress in the field of natural language processing (NLP) in earlier works. This 
language model has proven to perform exceptionally well on a range of NLP tasks. Then, 
using the MSTD dataset and AraBERT, [34] carried out an experiment using 
Bidirectional long short-term memory (BiLSTM). Their 2-way classification accuracy 
was an astounding 83.24%. Furthermore, with a score of 80.82% in this trial, Support 
Vector Machine (SVM) was shown to be the most accurate machine learning method. 

The relevance of lexicon features (LF) and bag of words was addressed by [35] who used 
SVM to reach an accuracy of 89.24%, whereas Word2vec scored 80.36%, emphasizing 
the need for ongoing attempts to enhance language models. In a similar vein, SVM 
outperformed the other ML algorithms in [36] evaluation of a dataset including 6750 
observations, attaining an astounding 94% accuracy. Other studies by [37], [38], [39], 
[40], [41] have also consistently shown the superiority of SVM. In these studies, The 
combination of TF-IDF as a feature extractor with SVM consistently yielded the most 
optimal outcomes. Additionally, [42] discovered that SVM was the best method, 
obtaining an astounding 96.6% accuracy in their tests. Together, these results highlight 
the usefulness of SVM in the field of NLP and motivate more developments in language 
modeling methods. When used with different sentiment analysis feature extractors, the 
SVM classifier proved to be effective. For example, TF was used in [43], resulting in a 
91% accuracy rate. Similar to this, [11] achieved 88% accuracy using BOW in 
conjunction with a smote-based augmentation data approach on a Jordanian dataset 
including 2790 comments. Different feature extractor and algorithm combinations were 
investigated in other experiments. Using Stochastic Gradient Descent (SGD) in 
conjunction with word2vec, [44], [45], [46] were able to generate F1-scores of 90.16%, 
90.16%, and 88%, respectively. By contrast, [19] obtained an F1-score of 85% using the 
SVM technique and the identical word embeddings (WE). Numerous studies 
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concentrated on sentiment analysis of particular dialects. For instance, studies on 
Tunisian dialects were carried out by [47], [48]. The latter used CNN architecture and 
mBert to gather 9196 comments from Facebook, achieving a 93.2% accuracy rate. 
Different algorithms and strategies were investigated in other investigations. TF-IDF 
with the KNN algorithm were used by [49], who attained 92% accuracy. [50] studied the 
Sudanese dialect, achieving accuracy scores of 83.5% and 60.85% for two-way and 
three-way classifications utilizing lexicon-based characteristics and DT, respectively. 
Studies such as [51] incorporated datasets utilizing TF-IDF and obtained 75.25% 
accuracy using the DT algorithm in the context of the Gulf dialect. On the other hand, 
with an accuracy of 89.9%, [52] discovered that LR was the most efficient of the other 
ML methods. A CNN-LSTM model was trained on 15,945 comments by [53], achieving 
92.26% accuracy. Sentiment analysis has demonstrated significant potential for deep 
learning systems. For example, [54] coupled CNN and BiLSTM for an F1-score of 
89.64%, whereas [55] reached 89% using LSTM. Additionally, Multiplicative LSTM 
(mLSTM) construction was utilized by [56], [57]. The latter achieved an outstanding 
99.75% accuracy on a group of data with 5,615,943 comments. Furthermore, with 
accuracy ratings of 60.85% and 83.5% for two-way and three-way classification, 
respectively, the scientific investigation in [58] presented the superiority of the DT over 
NB method. Large datasets, plenty of features, and difficult tasks have been identified to 
be areas where neural networks excel. DL algorithms, including RNN and, CNN 
achieved better results than ML methods to some scope, according to experiments by 
[20], [34], [59]. According to particular studies, LSTM-GRU performed the top, scoring 
94.32% on a group of data with 5288 comments [60]. But in contrast, even with the use 
of RNN architecture and lexicon-based features, [26] only managed to attain 58.5% 
accuracy. 

Finally, a study conducted by [44] examined the performance of Doc2vec and BOW as 
feature extractors using several classifiers (DT, LR, SVM, NB, and RF). Findings 
showed that LR was the most accurate, with 78% accuracy using BOW and 59% 
accuracy using Doc2vec. The goal of a study by [61] was to examine user perceptions of 
herbal remedies for diabetes. Their dataset has 1013 positive and 3098 negative 
comments; they used a variety of preprocessing techniques to correct for this imbalance. 
They utilized the SVM and LR classifiers, and the remarkable accuracy rates they 
obtained with unigram were 94.94% and 92.58%, and with trigram, 95.27% to 92.85%. 
Comparably, in different research by [62], the researchers investigated frequency-based 
methods to classify 3063 comments from various websites, such as BOW, N-gram, TF, 
and TF-IDF. A number of preprocessing procedures were also used, including 
normalizing, the removal of diacritical marks, the removal of lengthening, and the 
removal of repetitive characters. They achieved the highest accuracy of 76.67% using the 
BOW and LR method by combining the SVM, NB, SGD, and LR algorithms. In a 
separate study, [61] used a variety of machine learning algorithms, including NB, SVM, 
KNN, SGD, RF, XgBoost, AdaBoost, DT, and LR, to assess the sentiment of 2732 
YouTube comments. With an accuracy of 80.12%, the SVM algorithm surpassed the 
others, while the LR algorithm combined with the N-gram approach achieved 81% in the 
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F1-score. It is noteworthy that in the field of machine learning, deep learning, or DL, has 
become a promising method. 

Numerous researches have investigated the hybrid technique, which combines the 
benefits of machine learning with lexicon-based approaches, with encouraging outcomes. 
For example, [63] used lexicon-based characteristics with the advantages of the SVM 
method to reach an F1-score of 82.9%. Similar to this, [64] used SVM with bagging to 
get an amazing 90% accuracy. Furthermore, the hybrid technique was used in additional 
studies by [21], [65] on a variety of datasets, including ArSAS gathered by [66]. For 
polarity labels, they obtained accuracies of 73.67% using RNN and81% and 84% using 
SVM technique, respectively. Alternatively, [67] used lexicon-based characteristics to 
apply machine learning algorithms to a dataset of 2500 tweets from Jordan, achieving an 
impressive 91.22% accuracy in the best trial. Additionally, [68] ran many experiments 
using a dataset of 22,761 Facebook comments from Algeria. They utilized maximum 
entropy (ME) for classification after extracting pertinent features using LF and n-grams, 
with a 78% classification accuracy. Furthermore, CNN architecture showed a 79% 
accuracy rate in their investigation. All things considered, the hybrid technique shows 
promise in combining the best aspects of many approaches, leading to impressive results 
on a range of natural language processing tasks. 

 

 

Figure 1: A summary of the popular sentiment categorization methods currently in use. 

 

4 Review of Arabic and Iraqi Sentiment Analysis  

Here we provide the main findings from our systematic literature review, with an 
emphasis on newly published works. Among the many publications we looked at 
between 2013 and 2023, these were picked because they included a variety of sentiment 
analysis studies in Arabic and Iraqi dialects. The combined experiment findings will be 
thoroughly investigated both quantitatively and qualitatively. This study will cover all 
phases of the lifetime of a sentiment analysis model. 
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4.1 Datasets Regions, Source, and Size 

Because Arabic dialects differ within and across countries due to the effect of slang from 
adjacent countries, researchers gathered a variety of datasets from different places in 
order to conduct a thorough analysis. The link between Dialectical Arabic and Modern 
Standard Arabic allowed both datasets to be joined, containing both Arabic dialects and 
Modern Standard Arabic. Certain studies [44], [68], [69], [70], [71], [72] concentrated on 
datasets that only included Arabic dialects, for instance Gulf, Egyptian, Sudanese, 
Maghrebian, and Levantine dialects. Fig. 2 illustrates how many datasets from various 
geographic locations were gathered and used by the researchers. 

 

Figure 2: Quantity of datasets categorized by regions. 

Information is gathered from a number of websites, including Facebook, Twitter, and 
others. The most popular social media network is Twitter, as seen in Fig. 3. The second-
most popular is Facebook. However, just ten works have used websites, and lastly, movie 
reviews were the least popular data source.  

 

Figure 3: Quantity of datasets categorized by source. 

Determining the polarity of text—that is, whether it is positive, negative, or neutral—is 
the main goal of sentiment analysis. Beyond that, though, it may be used to detect 
specific emotions like pleasure, fear, and rage in addition to the difficult work of 
recognizing intents. In order to better understand this topic, [59] carried out five studies 
in 2019 employing a variety of emotions, including fear, joy, sorrow, and rage. With an 
astounding peak performance of 99.82%, the average accuracy for all experiments was 
48.56%. This achievement led to more research into the methods used, which showed 
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that deep learning—in particular, the CNN architecture—performed better than machine 
learning (ML) techniques, which only obtained about 45% accuracy. Thus, it can be said 
that when data is supplied in a matrix format, the CNN architecture is more reliable. A 
graphic comparison of the diversity of classes among the grouped datasets is shown in 
Fig. 4. As a result, it aids in our understanding of the distribution and complexity of the 
data and allows us to determine which datasets have a greater or lower number of distinct 
classes. 

 

Figure 4: The type of classes of the datasets utilized. 

While utilizing machine learning algorithms, the size of the dataset is a crucial factor. It 
is well established in the literature that a bigger dataset improves model learning and 
increases generalization phase accuracy. We conducted an examination of every dataset 
utilized in the chosen publications because the sizes of datasets might vary throughout 
research projects. datasets with fewer than 5000 comments at the beginning and datasets 
with more than 100,000 comments at the conclusion of each of the five periods created 
by grouping the dataset sizes as shown in Fig. 5. 

 

Figure 5: The quantity of the datasets utilized. 

4.2 Arabic Dialectic Word Preprocessing 

Analyzing and preparing dialectical Arabic writing from social media for further 
processing can be challenging for a number of reasons. These consist of the presence of 
several dialect areas, frequent misspellings, extra characters, diacritical marks, and 
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elongations. The present study delineates the essential phases of preprocessing Arabic 
dialects, acknowledging that these stages may vary based on the particular area dialect 
diversity. 

4.2.1 Cleaning 
Several cleaning approaches are needed to prepare Arabic dialect text for computer 
analysis without changing its meaning or substance. These methods entail eliminating 
extraneous characters, punctuation, diacritical marks, elongations, and other 
irregularities. The majority of research employ various cleaning techniques to improve 
NLP understanding by removing superfluous information. Eliminating non-Arabic 
characters, punctuation, recurrent letters, lengthening, diacritical marks, usernames, and 
URLs are among the most often used strategies. But some cleaning methods—like 
handling hashtags and emoticons—are important for sentiment analysis and might be 
normalized rather than completely eliminated. Caution must be used when deleting non-
Arabic letters because doing so might cause the loss of important information, such as 
code-switched and Arabizi words. 

4.2.2 Stop-Words 
irrelevant keywords, or Stop-words, are frequently removed in sentiment analysis in 
order to improve performance. For this reason, authors often use manual or Modern 
Standard Arabic stop-word lists; however, some have experimented with automated or 
hybrid techniques. NLP models can concentrate on important information by eliminating 
stop words, especially when it comes to sentiment analysis. Curiously, one research [73] 
defied the pattern shown in many earlier works that relied on manual procedures by 
achieving higher outcomes without stop-word removal. Notably, research by [74], [75] 
used an algorithmic method based on letter frequency to create lists of stop-words. 

4.2.3 Normalization 
The method of normalization, which involves putting words or letters into their standard 
forms, is mostly utilized by scholars to fix spelling mistakes and guarantee consistency in 
Arabic characters. Studies have used a variety of methods, such as word-for-word 
conversion of hashtags, emoticon tagging, and word replacement for numbers. 
Morphological analysis has also been used for normalization, as demonstrated by the 
work conducted by [76] for Tunisian dialect. The most popular method is to use (ا و ه ي  
(in place of characters like . (ة ى إأآ ؤ)   Even with its importance in preprocessing, the 
majority of normalization methods still need human labor to create a standard 
vocabulary. Certain cleaning strategies, which might affect the sentiment orientation, 
whether positive or negative, can be handled by normalization. These techniques include 
handling numbers, repeating letters and phrases, negators, interrogative and exclamatory 
punctuation, and handling numbers. It's important to remember that distinct dialectical 
Arabic words may have different normalization terms. Regular expressions enable the 
automated replacement of certain letters and words. 
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4.2.4 Stemming 
Stemming is a computer process that yields a word's core form by deleting its suffixes 
and prefixes. However, this process can drastically Alter the semantics of terms, 
particularly in dialectical Arabic. Arabic stemming techniques may be broadly classified 
into two categories: light-based stemming and root-based stemming. Light-based 
algorithms produce novel word stems without the need to extract roots; in contrast, the 
second method uses linguistic methodologies and heuristics to determine the word's root. 
Studies show that light stemming is the method of choice for academics since it 
maintains semantics better than root-based techniques and can be implemented more 
quickly. 

Furthermore, a statistical stemmer based on MADA was used by [22] for thorough 
studies incorporating glossary, morphological, diacritic, and lexical data. However, 
because morphological modifications are necessary for Dialectical Arabic, the efficacy of 
stemming procedures may differ. 

4.2.5. Translation and transliteration 
Arabizi is a common writing style used in a number of countries, including Morocco, 
Algeria, and Tunisia. It involves writing Arabic texts using Latin letters. For example, the 
Moroccan Arabizi words "7awli" and (حَولي)   both mean "a sheep" and are phonetically 
identical. Furthermore, a number of generations of Arabic speakers have a tendency to 
borrow vocabulary from other languages, such as French and English. As a result, the 
process of transliterating and translating Dialectical Arabic writings into Modern 
Standard Arabic has become increasingly important. Arabizi has been addressed using a 
variety of strategies, including as rule-based and Buckwalter approaches, as well as 
Qalam, Google, APIs, and Yamli, in addition to language model methodologies. Due to 
its casual writing style and disregard for traditional conventions, Arabizi presents 
substantial difficulties for sentiment analysis. Instead of tackling dialectal materials head-
on, some academics have chosen to translate the information into Modern Standard 
Arabic. The dearth of language models, resources for dialectical Arabic, and methods for 
understanding dialectal word meanings are the main causes of this predilection. 

4.2.6  Negation identification 
Negation in dialectical Arabic can entirely invert the polarity of an idea or attitude, 
making it difficult to detect. A few earlier research, such those by S. The negation 
problem has been tackled by [1], [23], [77] by introducing words that express negativity 
as elements in lexicon-based techniques. On the other hand, bi-grams have been 
employed in machine learning research as feature extractors, taking advantage of certain 
prefixes and suffixes in words. Notwithstanding these endeavors, machine learning 
methodologies continue to face challenges in comprehending the intricacies of negation 
and its contextual use in Dialectical Arabic phrases. 
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4.2.7 Annotation techniques 
Classifying a text's underlying opinion or feeling as good, negative, or neutral is known 
as sentiment annotation. Polarity association is required for sentiment analysis since the 
majority of datasets come from social networks. There are three types of annotation 
methods: automatic, semi-automated, and manual. Although manual annotation by 
language specialists produces the most accurate findings, it is expensive and time-
consuming. Even while automated and semi-automatic approaches use AI to make 
annotating easier, they still have high mistake rates. Due to different human 
interpretations of sentences, manual annotation by non-experts may be subjective. 
Without specific dialect restrictions, this is still a difficult process to do. 

4.3Arabic Dialects as Feature Extractors in Sentiment Analysis 

Several feature extraction techniques, such as prediction-based embedding (PBE) and 
frequency-based embedding (FBE), have been used in sentiment analysis for Arabic 
dialect. It is still difficult to accurately capture semantic and contextual aspects of 
dialectical Arabic, nevertheless. Throughout time, FBEs became more and more common 
until PBEs appeared. Since then, PBEs have become more and more popular, mostly 
because of how well they are able to include semantic and contextual elements. Based on 
a word's frequency in the corpus, frequency-based embeddings portray every term/word 
as a vector according to how often it appears in each text. In the context of FBE, various 
techniques have been used to extract insights from the text, along with lexicon-based 
features that determine the sentiment orientation of words in the entire document. While 
these embeddings are computationally simple, they do not capture semantic or 
grammatical associations between words. Word frequency alone is not a reliable way to 
reliably characterize sentiment in Arabic dialects because of the vast variety of subtleties 
and meaning differences. The most often used technique among these approaches is TF-
IDF, followed by lexicon-based features and Inverse Dense Frequency IDF. Because 
lexicon-based approaches take word meaning into consideration as well as negation and 
other language factors that affect sentiment, they may thus be more successful. 
Unfortunately, lexicon-based methods are not as good at managing the highly inflected 
character of dialectical Arabic and covering dialect-specific terminology, which results in 
less than ideal sentiment analysis outcomes. However, TF-IDF may lessen the effect of 
stop words by capturing word similarity and giving priority to important features in the 
corpus. The particular NLP job at hand and the properties of the corpus being studied 
influence the extraction strategy selection. Our data indicates that FBE techniques are 
frequently used in sentiment analysis in conjunction with ML algorithms. The number of 
recent research that employed frequency-based embedding approaches is shown in Fig. 6. 
The FBE method, reference, classifier, dataset size and source, dialect, and best 
efficiency are shown in Table1. This table's main goal is to present the study's 
conclusions on the best results, as determined by accuracy and F1-score, for each FBE 
approach. Interestingly, Table 1 shows that the SVM method is the majority commonly 
used classifier when combined with FBE approaches, consistently beating other ML 
classifiers. 
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Figure 6: The quantity of recent studies used Frequency-Based Embedding techniques. 

 

Table 1: A summary of the frequency-based approach. 

Ref. Technique Classifier Dialect type Dataset size& source F1-score & 
Accuracy  

[57] TF-IDF RF Several 5,615,943 - Twitter 98.04%Acc. 

[71] TF-IDF SVM Maghrebian 2569 - Facebook 90.67%F1 

[1] Lexicon features SVM Egyptian 2000 - Twitter 95.7%Acc. 

[18] Lexicon features SVM Several 826 - Twitter 95.63%F1 

[78] BOW SVM Levantine 1300 - Facebook 97.90%Acc. 

[79] BOW NB Levantine 22,550 - Twitter 87.60%F1 

[43] TF-IDF SVM Gulf 20,000 - Twitter 91%Acc. 

[58] TF-IDF SVM Maghrebian 6359 - Facebook 84.33%F1 

[80] TF-IDF SVM Maghrebian 147 - Website 83%F1 

[81] BOW KNN Iraqi 12000 -Facebook 80% Acc.  

[82] TF-IDF NB Iraqi 1080 -Facebook 81% Acc. 

[83] Lexicon features SVM Iraqi 1170-Twiter 78% Acc. 

[84] BOW K-means Iraqi 800-Twiter 72% Acc. 

[85] Lexicon features RST Iraqi 14200-Facebook 94% Acc 

[86] Lexicon features SVM Iraqi 1189-Movie reviews 92.8% Acc. 

 

After training with a large group of data with 5,615,943 comments, the RF method with 
the TF-IDF approach achieved the maximum accuracy, showing an astonishing 98.04% 
accuracy. By comparison, the SVM classifier used the BOW approach with a Levantine 
dataset with 1300 comments, and it achieved an impressive accuracy of 97.90%. It's also 
important to keep in mind that deep learning methods, which mostly depend on word 
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embeddings to capture syntactic and semantic features, do not frequently combine 
frequency-based approaches. Though, word embeddings for Arabic dialects might not 
have been advanced to the same extent as for Modern Standard Arabic. Consequently, 
deep learning models have difficulties in efficiently learning the nuances of Arabic 
dialects due to the deficiency of well-developed embeddings. The reviewed research 
indicates that because dialects differ significantly in language use, prediction-based 
algorithms have demonstrated better performance in sentiment analysis when compared 
to frequency-based techniques. Neural networks use continuous bag of words or skip-
gram constructions to predict word occurrences in specific contexts, effectively capturing 
syntactic and semantic Word associations. Frequency-based methods rely on word or 
phrase occurrences in a corpus to identify sentiment, but this becomes difficult in dialects 
due to the diverse implications and meanings of words across regions. These methods 
provide word embeddings that may be used as feature extractors for different NLP 
applications. Notably, a number of words embedding methods have surfaced in the 
context of machine learning approaches, exhibiting remarkable results in several studies. 
These methods include Word2Vec, FastText, CBOW, Doc2Vec, AraVec, AraBert, 
mBert, and Glove. Word2Vec is the most popular feature extractor for prediction-based 
algorithms among them, with FastText following closely after. Deep learning 
architectures have been widely employed in conjunction with several prediction-based 
embedding (PBE) algorithms for sentiment analysis of Arabic dialects. A summary of the 
researches that employed the prediction-based strategy is shown in Fig. 7. Table 2 
provides specific insights into the efficacy of each PBE approach. 

 

Figure 7: The quantity of recent studies used Prediction-Based Embedding techniques. 

The greatest outcomes came from combining neural network-based deep learning 
architectures with PBE approaches. It is noteworthy, although, that the dataset's 
Maghrebian dialect yielded the least ratings, maybe as a result of the writing style that 
uses Arabici, a Latin script. Along with the experiments that implemented ML methods, 
[44] trained an LR classifier using Doc2vec on a group of data with 4000 embedded 
comments, achieving 59% accuracy. However, using a Twitter dataset of 5600 tweets, a 
CNN and Word2vec construction combo obtained an amazing 99.82% accuracy. 
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Table 2: Provides an overview of the prediction-based method. 

Ref. Technique Classifier Dialect type Dataset size& source Accuracy & 
F1-score 

[57] AraVec mLSTM Several 5,615,943 – Website 99.75% Acc. 

[59] Word2vec CNN Several 5600 – Twitter 99.82% Acc. 

[45] Word2vec SGD Maghrebian 1000 – Twitter 90.16% F1 

[87] AraBert CNN BiLSTM Several 91,000 – Website 94.20% Acc. 

[75] AraBert GRU BiGRU Gulf 56,674 – Twitter 90.21% F1 

[60] FastText LSTM GRU Several 5288 – Twitter 94.32% Acc. 

[45] FastText MLP Maghrebian 1000 – Facebook 90.20% F1 

[48] mBert CNN Maghrebian 9196 – Facebook 93.2% Acc. 

[38] GloVe CNN Several 54,000 – Website 90.02% Acc. 

[44] Doc2vec LR Maghrebian 4000 – Facebook 59% Acc. 

[69] Word2vec LR Maghrebian 17,541 – Facebook 81% F1 

[88] Doc2Vec  SVM Iraqi 4000 -Facebook 82% Acc. 

[89] Word2vec LSTM Iraqi-Kurdish 14000-Facebook 71.35% Acc. 

 

Recent advancements in natural language processing have led to the development of 
robust approaches for extracting features from textual data., particularly with regard to 
Arabic. Interestingly, the globally renowned open-source platform Hugging Face 
provides cutting edge pre-trained models created especially for Arabic language and its 
dialects. 

4.4 Methods for Analyzing Sentiment in Arabic Dialects 

The literature has offered three primary approaches for sentiment analysis: Machine 
learning-based, lexicon-based, and hybrid approaches. The lexicon-based (LB) method 
makes use of carefully chosen dictionaries that list words together with the associated 
emotion ratings. Table 3 summarizes the pertinent research and dataset attributes in order 
to assess the efficacy of this approach. 

Table 3: Overview of the Lexicon-Based Approach. 

Ref. Dataset size& source Dialect type Class type Accuracy & F1-score 

[23] 3484 - Facebook Egyptian 
Pos 98.20% Acc. 

Neg 93.20% Acc. 

[90] 4700 - Twitter Gulf Pos, Neg 85.40% Acc. 
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[17] 7698 - Facebook Algerian Pos, Neg, Neu 79.13% Acc. 

[91] 1500 - Twitter Gulf 

Neg 77.4% F1 

Pos 59.1 % F1 

Neu 51.1% F1 

 

Machine learning algorithms can automatically learn to categorize text according to its 
sentiment using pattern recognition techniques. The goal of hybrid approaches is to 
combine the benefits of machine learning (ML) with lexicon-based (LB) techniques. 
Table 4 summarizes the findings of several research that used the hybrid technique. 
According to the study, most of these experiments used SVM classifiers in conjunction 
with lexicon-based characteristics, with the first investigations showing the highest levels 
of accuracy. For example, by training the SVM classifier on a dataset with 2000 
comments from Egyptian and Twitter websites, one research attained an astounding 
95.70% accuracy. Comparably, 95.60% accuracy was obtained in another study that used 
the same classifier on a dataset of 2730 comments from Jordan. Nevertheless, another 
research containing many -dialect dataset consisting of 1200 tweets and labels produced a 
f1-score of 60.60%, which was significantly lower. An unbalanced and multiple classes 
dataset are the causes of this decreased performance. 

ML-based methodologies, encompassing traditional ML and Deep Learning methods, 
serve as valuable tools for processing unstructured data, particularly text. The latter relies 
on multi-layered architectures to progressively extract higher-level features, achieved 
through transformers, a specific type of Deep Learning technique. Notably, starting from 
2016, DL techniques have garnered interest in sentiment analysis for Arabic dialects, 
although their utilization remains comparatively lower than ML techniques. This 
disparity is attributable to DL's demand for significant computing power and large 
datasets to achieve accurate generalization. Conversely, ML models are simpler and 
impose fewer dataset size requirements. Within the realm of reviewed studies, a diverse 
range of ML algorithms have been employed, involving NB, SVM, and ensemble 
methods like bagging. The maximum popular procedures in ML techniques are shown in 
Fig. 8. It is evident that ensemble techniques are the least used, and SVM and NB are the 
most. In Table 5, the prevalence of various machine learning algorithms is depicted. 
Evidently, SVM and NB stand out as the most favored techniques, whereas ensemble 
methods are notably less prevalent. DT, LR, KNN, and RF were utilized at similar rates. 

Table 4: Hybrid Approach Overview. 

Ref. Source Dataset size Dialect type Class type Classifier Accuracy & 
F1-score 

[1] 
Websites 
&Twitter 

2000  Egyptian Neu, Neg, Pos SVM 95.70% Acc. 

[77] Website 2730  Jordanian Neg, Pos SVM 95.60% Acc. 
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[73] 
Twitter & 
Facebook 

7366  Tunisian Neg, Pos SVM 94% Acc. 

[67] Website 2500  Jordanian Neg, Pos KNN 91% Acc. 

[35] Twitter 943  Multi-
dialects 

Neg, Pos SVM 91% Acc. 

[64] Twitter 1111  Egyptian Neg, Pos Bagging with 
SVM 

90% Acc. 

[21] Twitter 7800  Egyptian Neu, Neg, Pos SVM 84% Acc. 

[63] Websites 1350  Egyptian Neg, Pos SVM 82.97% F1 

[26] 
Twitter 1200  Several Neu, Neg, 

Very Neg , 
Pos, Very Pos 

SVM 60.60% F1 

[88] Facebook 4000 Iraqi Neg, Pos SVM 82% Acc. 

 

In light of our analysis, it is obvious that ensemble learning approaches, which harness 
predictions from several models to boost performance, have not been fully exploited, 
alongside SGB and ME techniques. Moreover, the deep learning technique, built around 
neural networks, provides a diversity of designs. A quantitative analysis of the deep 
learning techniques employed in the evaluated papers is shown in Fig. 9.  

Also, Table 6 presents a detailed statistical evaluation of the various DL designs 
implemented in the examined research. These comprise a varied variety of alternatives, 
including LSTM, CNN, GRU, BiLSTM, RNN, and BiGRU, employed either separately 
or in combination. Known for its ability in extracting local and position-invariant 
properties, as well as long-range semantic relationships, CNN and LSTM have earned 
considerable attention. 

Table 5: Overview of Machine Learning Algorithms. 

Ref. Dialect 
type 

Source Dataset 
size  

Algorithm Feature 
extractor 

Class 
type 

Accuracy & F1-
score 

[78] Levantine  Facebook 1300  SVM BOW Pos, 
Neg, 
Neu 

97.90% Acc. 

[18] Several Twitter 826  SVM Lexicon 
features 

Pos, Neg 95.63% F1 

[42] Several Twitter 1500  NB Lexicon 
features 

Pos, 
Neg, 
Neu 

96.60% Acc. 

[18] Several Twitter 826  NB Lexicon 
features 

Pos, Neg 91.77% F1 
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[57] Several Twitter 5,615,943  LR TF-IDF Pos, 
Neg, 
Neu 

97.72% Acc. 

[45] Maghrebian Facebook 1000  LR Word2vec Pos, Neg 89.13% F1 

[57] Several Twitter 5,615,943  RF TF-IDF Pos, 
Neg, 
Neu 

98.04% Acc. 

[46] Maghrebian Facebook 3048  RF Word2vec Pos, Neg 80% F1 

[57] Several Twitter 5,615,943  DT TF-IDF Pos, 
Neg, 
Neu 

97.71% Acc. 

[55] Several Twitter 2000  DT TF-IDF Pos, 
Neg, 
Neu 

75.4% F1 

[78] Levantine Facebook 1300  KNN BOW Pos, 
Neg, 
Neu 

96.80% Acc. 

[32] Several Twitter 
Website 

1951  SGD Word2vec Pos, Neg 79.52% Acc. 

[92] Maghrebian Facebook 254,000  SGD Word2vec Pos, Neg 90.16% F1 

[38] Several Website 54,000  XgBoost Word2vec Pos, Neg 88.71% Acc. 

[87] Several Website 91,000  AdaBoost AraBert Pos, Neg 84.20% Acc. 

[29] Maghrebian Multi-
dialects 

3355  ME Word2vec Pos, Neg 83.9% Acc. 

 

 

Figure 8: The quantity of recent studies used machine learning techniques. 
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Table 6: Overview of deep learning algorithms. 

Ref. Algorithm Feature 
extractor 

source Dataset 
size 

Dialect type Class type Accuracy & 
F1-score 

[57] mLSTM AraVec Twitter 5,615,943  Several Neu, Neg, 
Pos 

99.75% Acc. 

[59] CNN Word2vec Twitter 5600  Several Sadness, 
Fear Joy, 
Anger 

99.82% Acc. 

[45]  FastText Facebook 1000  Maghrebian Neg, Pos 87.99% F1 

[57] GRU AraVec Twitter 5,615,943  Several Neu, Neg, 
Pos 

98.80% Acc. 

[75]  AraBert Twitter 56,674  Gulf Neu, Neg, 
Pos 

82.08% F1 

[87] BiLSTM AraBert Website 91,000  Several Neg, Pos 93.70% Acc. 

[69]  FastText Facebook 1000  Maghrebian Neg, Pos 88.19% F1 

[29] LSTM Word2vec Multi 2000  Maghrebian Neg, Pos 97.20% Acc. 

[55]  Word2vec Twitter 2000  Several Neu, Neg, 
Pos 

87.5% F1 

[60] LSTM-
GRU 

FastText Twitter 
Website 

5288  Several Neg, Pos 94.32% Acc. 

[87] CNN-
BiLSTM 

AraBert Website 91,000  Several Neg, Pos 94.2% Acc. 

[87] CNN-
LSTM 

AraBert Website 91,000  Several Neg, Pos 94% Acc. 

[75] BiGRU AraBert Twitter 56,674  Gulf Neu, Neg, 
Pos 

81.59% F1 

[89] LSTM Word2vec Facebook 14000 Iraqi-
Kurdish 

Neu, Neg, 
Pos 

71.35% Acc. 

 

 

Figure 9: The quantity of recent studies used deep learning techniques. 
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5 IRAQISAT Corpus for Sentiment Analysis 

Arabic is the official language among the many languages spoken by Iraqi people. Arabic 
dialects differ from standard Arabic in that they don't follow standardized dictionaries or 
standards and have different writing styles. Arabic dialect processing is more 
complicated than standard Arabic since social media users frequently express their 
thoughts in their dialects, which results in distinctive writing styles. So, the study's 
second objective is to create a corpus of Iraqi dialect from some Facebook pages. 

Facepager program was used to harvest data from four Iraqi Facebook sites for this study. 
 ;(Melon City show :"برنامج ولایةبطیخ") ;(Baghdad Restaurants Directory :"دلیل مطاعم بغداد")
 page.Consequently, this program was (Baghdad :"بغداد") and (Steven Nabil :"ستیفن نبیل")
used to get dozens of CSV files containing thousands of comments.Before processing, 
there were 18,656 sentences in the gathered comments.  

Fig. 10 shows the steps involved in constructing a dataset. In order to address numerous 
concerns that might affect accuracy, a filtering sub-stage was built on the gathered 
comments following the data gathering step. Commenting with only one character or 
simple symbols, using profanity excessively, writing in Kurdi, English, or another 
language, having Facebook reactions (such as love, haha, wow, sad, or angry), having 
only tagged names, redundancies, and having links, mentions, or photo scraps are some 
examples of these problems. These kinds of remarks were eliminated from the dataset. 
The annotation step entailed manually classifying the remaining comments into four 
groups (0, 1, 2), which stood for positive, negative, and normal classifications, 
respectively, after the filtering sub-stage. Assuming that each remark represents an 
opinion, each one was carefully reviewed and given a label. Two distinct experts 
independently reviewed the annotations to confirm the legitimacy of the data annotations; 
their findings were 100% accurate and compatible with the annotations from the corpus. 
We ensured that all classes: positive, negative, and normal had the same comment size 
while developing corpus, as seen in Fig. 11. The created corpus is referred to as 
IRAQISAT, and it contains 14,141 annotated comments for sentiment analysis of Iraqi 
dialects.  

 

Figure 10: Iraqi corpus creation. 
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Figure 11: The data ratio for each class (positive, negative, and normal). 

 

6 Discussion 

This section focuses on the findings of our Systematic Literature Review and provides 
potential directions for future study. The objectives were twofold: first, to provide a 
comprehensive overview and analysis of the key stages involved in sentiment analysis 
for Arabic dialect; and second, to identify and address the limitations present in the 
reviewed studies. The study of sentiment analysis for Arabic dialect has mostly focused 
on three significant viewpoints. At first, the primary focus is on the dataset's features, 
such as its volume, source, and area, since these factors significantly impact the results of 
sentiment analysis methods for Arabic dialect. Subsequently, much emphasis is dedicated 
to the preprocessing approaches, which have a large influence on the effectiveness of 
sentiment analysis methods. Another key part is featuring extraction, which has a 
significant impact on constructing feature vectors and therefore strongly influences the 
sentiment analysis process. Finally, the classification technique comes into action, getting 
feature vectors from the extractor and establishing the sentiment characteristics. Given 
the variable dataset sizes among study articles, this topic warrants particular 
consideration in future investigations. 

The enhancement of sentiment categorization may be obtained by cleaning inconsistent 
and noisy data, including non-Arabic fonts, repetitive letters, URLs, and punctuations. 
Our study illustrates the usefulness of data cleaning strategies at the word level in 
strengthening sentiment analysis systems. Inconsistent data may also be handled with 
normalization approaches, which minimize text variances and increase stemming 
efficiency. Removing stop words, which are frequent keywords with minimal 
information, is vital to minimize superfluous noise in NLP jobs. However, manual stop 
words removal typically leads to domain and region-specific difficulties. To address 
these constraints, a hybrid strategy to stop words removal is advised based on our study's 
findings. This methodology mitigates the drawbacks of both human and automatic 
procedures, assuring the preservation of the text's overall meaning. In the preprocessing 
step, feature extraction plays a vital role as it enables models to gain semantic and 
contextual information from feature representations. To examine this step's success, we 
did a quantitative comparison of different methodologies, indicating the prediction-based 
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approach's small superiority in accuracy ratings, particularly when applying DL 
algorithms. Our study also demonstrated how accuracy may be impacted by numerous 
aspects including datasets, preprocessing approaches, and feature extractors. Given the 
ubiquitous usage of the ML technique, particularly Deep Learning (DL), for extracting 
highly effective features from enormous datasets, applying the DL model in Arabic 
dialect sentiment analysis becomes vital to address issues unsolvable by classic 
approaches like as SVM and NB. Notably, the SVM classifier displayed higher 
performance above the NB classifier. Interestingly, ensemble approaches, despite their 
demonstrated effectiveness, have not gotten significant attention. Consequently, to 
address this gap, we did a detailed comparison of outcomes achieved from ensemble and 
non-ensemble techniques. 

Despite the gains of the ML technique, many difficulties such as negation remain 
unanswered, necessitating a lexicon-based approach. As a result, a hybrid technique 
incorporating both methodologies appear to give ideal outcomes. Several works, 
including [1], [23], [77], have effectively handled negation utilizing lexicon-based 
characteristics. Alternatively, [78] uses a mix of bag-of-words and bigram characteristics 
to collect negation words. Some additional investigations adopted a mixed strategy, with 
the SVM algorithm giving the most favorable results. Meanwhile, in DL-based 
techniques, multiplicative LSTM and CNN LSTM displayed greater performance. 

7 Conclusion 

In this study, we did a thorough literature assessment of significant publications on 
Arabic dialect sentiment analysis, while simultaneously concentrating on developing a 
sizable corpus to solve the issues in sentiment analysis for Iraqi dialects. The analyzed 
literature shows an increasing interest from the NLP research community towards 
sentiment analysis for Arabic dialects. We reviewed the most up-to-date Arabic research 
to investigate the various methodologies and methods utilized for sentiment analysis in 
this context. Preprocessing procedures, including stop word removal, stemming, 
negation, cleaning, translation, and transliteration, were carefully investigated. Moreover, 
we studied feature extraction methodologies covering both machine learning (ML) and 
deep learning (DL) algorithms. Additionally, we conducted an analysis of data 
representation with regards to its dimensions, extent, and sources., seeking to select the 
best acceptable datasets for sentiment analysis of Arabic dialects. Performance evaluation 
utilizing several ML approaches, such as probabilistic, non-parametric, and parametric 
algorithms, demonstrated the considerable influence of sentiment dataset quality on 
sentiment analysis findings. We discovered that combining deep learning approaches 
with lexicon-based features, such as negation features, offered the most promising 
outcomes. 

 

 



 101                                                           IRAQIDSAD: A Dataset for Benchmarking … 

8 Future Works 

For the Iraqi language to have a future in technology, it still needs Iraqi computational 
resources, which means that researchers will need to work hard and patiently. Moreover, 
information about the Iraqi dialect is required for sentiment analysis. To improve the 
Iraqi Dialect corpus even further, labeled data is required. As future research, our work 
will compile the sentiment dataset from various sources, including Facebook, Twitter, 
YouTube, Instagram, and additional social media platforms. Furthermore, our work will 
focus on enhancing performance through the implementation of contemporary 
methodologies, including transformer-based strategies. 
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