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Abstract

In this paper, we introduce a new class V(g,\, A, B) of analytic
functions with varying arguments in the open unit disc U = {z € C:
|z| < 1} defined by convolution. The object of the present paper is to
determine coefficient estimates, extreme points, distortion theorems
for functions belonging to this class.
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1 Introduction

Let A denote the class of functions of the form

f(z) = z+Zanz”, (1)

which are analytic in the open unit disc U = {z € C: |z| < 1}. For functions
f given by (1) and g(z) € A given by

g(z) =2+ Z b,2", (2)
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the Hadamard product (or convolution) of f and g is defined by

(P9 =2+ 3 abs” = g+ ) ().
n=2
If f and g are analytic functions in U, we say that f is subordinate to
g, written f < g if there exists a Schwarz function w, which (by definition)
is analytic in U with w(0) = 0 and |w(z)| < 1 for all z € U, such that
f(2) = g(w(z)), z € U. Furthermore, if the function ¢ is univalent in U, then
we have the following equivalence (cf., e.g., [4] and [14]):

f(z) < g(2) < f(0) = g(0) and f(U) C g(U).
For A >0,-1< A< B<1,0< B<1andforall z € U, let S(g,\, A, B)
denotes the subclass of A consisting of functions f(z) of the form (1) and g(z)
of the form (2) satisfying the analytic criterion:

- gy ) < 12 )

It is noticed that for suitable choice of g, A\, A and B we obtain the following
subclasses studied by various authors.

(1) Putting A = 2a — 1 and B = 1, the class S(g, A\, 2a — 1, 1) reduces to the
class S(f, ;A\, ) (0 < a < 1,A > 0) (see Aouf et al. [3], with b = 1);

(2) Putting g(z) = z + Y. nfa,2" or (b, = n*.k € Ny = NU {0},N =
n=2

{1,2,...}), the class S(z + Y n*a,2", \, A, B) reduces to the class Gi(\, A, B)
n=2
(see Sivasubramanian et al. [20], with b = 1);

(3) Putting g(2) = %2, A = 2a — 1 and B = 1, the class S(:%, )\, 2a — 1, 1)
r

1—27
educes to the class B(\,a) (0 <a < 1,0 <A <1) (see Chuny1 and Owa [9]);
(4) Putting g(2) = =5, A=2a—1, B=1and X = 0, the class S(:*,0,2a —

1,1) reduces to the class B (a) (0 <« < 1) (see Chen [7, 8] and Goel [12])
(5) Putting g(z) = = )2,A 2a—1,B=1land A =1 theclassS( )2,1,2a
1,1)

reduces to the class C'(a) (0 < a < 1) (see Srivastava and Owa [21]).

Y

Also we note that:
(1) Putting A = 01in (1.3), the class S(g, 0, A, B) reduces to the class S(g, A, B) =

{f*g)(z iigz7_1<A<B§1,0<B§1,ZEU},
(2

) Putting A = 1in (1.3), the class S(g, 1, A, B) reduces to the class C(g, A, B) =

{(f*9) (2 )<}i§z,—1<A<B<1o<B<1zeU}

(3) Putting g(z) = %= or (b, = 1) in (1.3), the class S(7%, ), A, B) reduces

to the class S(A,A,B):{(1—A)@+Af( ) < i )\>0 1<A<B

1+Bz’
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<1,0<B<1z€eU};

(4) Putting g(2) =z + >_ U, (1) 2" (or b, = ¥, (1)), where
n=2

(042->0, i=1,,q8, >0, 7=1,...s; qg<s+1;q,s € Ny),

the class S(z + > W, (a1) 2"; A, A, B) reduces to the class S, s([a1]; A, A, B)

n=2

a5 (s ) < Tz e U

where H,s(ay) is the Dziok-Srivastava operator ( see [10] and [11] ) which
contains well known operators such as Carlson-Shaffer linear operator (see
[5]), the Bernardi-Libera-Livingston operator (see [13]), Srivastava - Owa frac-
tional derivative operator (see [16]), the Ruscheweyh derivative operator (see
[17]) and the Noor integral operator (see [15]);

(5) Putting g(z) = Z—I—Z (HZTH" 1)> Z" (07“ by, = (WT—W) Yy >0,1>

0, m € Np), the class S(z+ Z <1+l+17—+(l"1)> 2" N, A, B) reduces to the class S(7,
n=2
l,m; N\, A, B)

S AT < g

={feA41—M£ﬂlQﬁﬁ ' 1+A226U}

where I"™(v,1)f(z) is the extended multiplier transformation (see [6]), for
[ = 0,y > 0, the operator I,(y,0) = DI’ was introduced and studied by
Al-Oboudi (see [1]) and for [ = = 0, the operator I,,(0,0) = D™, where D™

is Salagean differential operator (see [18]).

Definition 1 [19]. A function f(z) defined by (1) is said to be in the class
V(0,) if f(z) € A and arg (a,) = 0,, for all n > 2. If furthermore, there exists
a real number (5 such that

0, + (n—1)38 = (mod2r),

then f(z) is said to be in the class V(6,; 3). The union of V' (6,; 8) taken over
all possible sequences {6, } and all possible real numbers 3 is denoted by V.
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Let V(g, A, A, B) denote the subclass of V' consisting of functions f(z) in
S(g,\, A, B).

We note that:
(1) V(&M 20— 1,1) = V) ()
(2) V(ﬁ,0,2a —-1,1) =B, (0

(3) V(ﬁu ].,20( - ]-7 1) - Ca (

(0<a<1,A>0) (see Aouf et al. [2]);
a<l1) (see Srivastava and Owa [21]);
< a < 1) (see Srivastava and Owa [21]).

Also we note that:
(1) V(g,\,2a0—1,1) =V (f,g,\,a) (0 < <1, > 0) denotes the subclass of
V', consisting of functions f(z) belonging to the class S(f, g; A, );

(2) V(z+ 3 nkanz", 1,0, A, B) = Va(\ 1,4, B) = Vi(\, A, B) (k € Ny, A >
0,—-1 < An<2 B < 1,0 < B < 1) denotes the subclass of V, consisting of
functions f(z) belonging to the class G(\, A, B);

(3) V(g9,0,A,B) =V (g9,A,B) (-1 < A< B <1,0< B <1) denotes the sub-
class of V', consisting of functions f(z) belonging to the class S(g, A, B);

(4) V(g9,1,A,B) = VC(9,A,B) (-1< A< B<1,0< B<1) denotes the
subclass of V', consisting of functions f(z) belonging to the class C(g, A, B);
5) V(= MA,B)=V(MAB)(A>0,-1< A< B<1,0< B <1)denotes
the subclass of V', consisting of functions f(z) belonging to the class S(A, A, B);

(6) V(z+ > ¥, (aq) 2™ N A, B) =V, s([a1]; A, A, B) (where ¥, (ay) is given

n=2
by (4), A > 0,—-1 < A < B < 1,0 < B < 1) denotes the subclass of V,
consisting of functions f(z) belonging to the class S, s([aa]; A, A, B);

(7) V(= + Z (*—“) SANAB) = V(i Lm A A B) (A 2 0,-1 <

1+
A< B<1, O < B < 1) denotes the subclass of V', consisting of functions f(z)
belonging to the class S(v,1,m; \, A, B).

2 Coefficient Estimates

Unless otherwise mentioned, we shall assume in the reminder of this paper
that, A > 0,-1< A< B<1,0<B<1,b,>0and g(z) is defined by (2).
Theorem 1. Let the function f(z) be of the form (1), if

S (14 A (= D) (L+ B) by fan| < (B~ A), (5)

then f(z) € S(g,\, A, B).
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Proof. A function f (z) of the form (1) belongs to the class S(g, A\, A, B) if
and only if there exists a function w, |w (z)| < |z|, such that

1+ Aw (z)

-0 EDE g 0 = e,

or, equivalently,

(1— X)L 4 \(fxg) (2) — 1
B(1-3) V2L LA (f+ g) ()] - A

< L (6)

Thus, it is sufficient to prove that
(1= 0) G20 4 5(f 5 g) (2) = 1|=| B [(1 = 2) L2 4 A7 4 g) (2)] - 4] <.
Indeed, letting |z| = r(0 < r < 1) we have

(1= 0 P2C LA g) () 1] = B0 P2 4 x(fxg) (2)] - 4

S (14 A (0= 1)) b

n=2 n=2

_‘(B_A)z—|—ZB[l—i—/\(n—l)]bnanz”

< <§ + A(n—1)]by, |an|r™t (B—A)—F;ZB[I—F/\(TL—1)]bn|an|r”_1)
b

< 1+A(n—1](1+ B)b,la,| — (B —A).

In view of (5) the last inequality is less the zero, hence f(z) € S(g, \, A, B).
This completes the proof of Theorem 1.

Theorem 2. Let the function f(z) be of the form (1), then f(z) is in the
class V(g, A\, A, B) if and only if

> (14 A (0= D) (1+ B) by || < (B~ 4).

Proof. In view of Theorem 1 we need only to show that each function f(z)
from the class V (g, A, A, B) satisfies the coefficient inequality (5). Let f (2) €
V(g, A\, A, B). Then, by (6) and (1), we have

i 1+ A(n—1)]bya,z"""

n=2

(B=4)+ % BI+A(n— 1)]byagen?

< 1.
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Since f(z) € V, f(z) lies in the class V' (0,, 3) for some sequence {0,,} and a
real number 3 such that 0, + (n —1)3 = 7 (mod 27) (n > 2). Set z = re® in
the above inequality, we get

— S [+ A(n—1)]b, |a,| r" !
n=2

- <1
(B—A)— > B[l+X(n—1)]b,|a,|r!
n=2
Since Re{w(z)} < |w(z)| < 1, then
S+ A (1 — 1)] by ] 7!
Re n=2 < 1.

(B — A) _223[1 + A (1= 1)] by |an| -1

It is clear that the denominator of the left hand said cannot vanish for r € [0, 1).
Moreover, it is positive for 7 = 0 and in consequence for r € [0,1). Thus, we

have
o0

S A+ A(n—1D](1+ B)b,|a,|r" ' < (B - A),

n=2
which, upon letting » — 17, readily yields the assertion (5). This completes
the proof of Theorem 2.

Corollary 1. Let the function f(z) defined by (1) be in the class V (g, A\, A, B),

then
(B—A)
wl<g T moniasE, 22 (M)
The result is sharp for the function
_A ,
F(2) = 24 (B—A) ¢t (o > ). (8)

1+A(n—1)](1+ B)b,

3 Distortion theorems

Theorem 3. Let the function f(z) defined by (1) be in the class V (g, A,
A, B). Then

(B —A4)

(B —4) 2
(1+B)(L+\) b d

12 < |f(2)] < |2 + YOI e

,9)

2| =
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provided b, > by (n > 2).The result is sharp.
Proof. Since

®(n)=[14+A(n—1)](1+ B)b,, (10)
is an increasing function of n (n > 2), from Theorem 1, we have
(1+B)(1+XN)b2 > |an] < D 1+ A(n—1](1+ B)b,|a,| < (B—A),
n=2 n=2
that is (B A)
L < — .

P (EY I Ey

Thus
fG = |2+ X a2 <zl + 2 X an
n=2 n=2

(B—A4) 122

G AT

Similarly, we get

oo " 9 &
FE] = [zl = 2 lanl 2" = |2] = [2]7 X |an]
n=2 n=2

(B —4) 2
(TN E

> 2] =

This completes the proof of Theorem 3. Finally the result is sharp for the
function

(B—-4)

I (11)

f(z)=z+

at z = +|z] ez,

Corollary 2. Under the hypotheses of Theorem 3, f(z) is included in a disc
with center at the origin and radius r; given by

(B—4)
(1+B)(1+ )by
Theorem 4. Let the function f(z) defined by (1) belong to the class V (g, A,
A, B). Then

_2BoA)
A+B)(IL+Nb ' =

7”1:1—|—

o, 2B-4)

s armaran e 02

f(2)
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provided b, > by (n > 2).The result is sharp for the function f(z) given by (11)
at z =+ |z| 7102

Proof. Since {n® (n)}, where ® (n) given by (10) is increasing function of
n(n > 2), in view of Theorem 1, we have

(1+B)(21+)\)b2 S lag| < §2[1+)\(n—1)](1+3)bn|an|g(B—A),

n=2
that is
00 2(B—A)
< .
2" S T A s,
Thus
’f,(z) = ‘1 + i na,z" | <1+ 7| i n|a,|
n=2 n=2
< 14 2(B—A) .
z|.
- (1+B)(1+X) by

Similarly, we get

F@ 2 1= S nlallel™ 2 112 T nlal

n=2
S - 2(B—-A) 2.

(1+B)(1+ )by
Finally the result is sharp for the function f (z) given by (11). This completes
the proof of Theorem 4.
Corollary 3. Let the function f(z) defined by (1) be in the class V' (g, A, A, B).
Then f'(2) is included in a disc with center at the origin and radius r, given
by

2(B — A)
L+ B)(1+N\)by

T2:1+

4 Extreme points

Theorem 5. Let the function f (z) defined by (1) be in the class V' (g, A, A, B),
with arg (a,) = 0, where [0, + (n — 1)3] = 7w (mod 27) . Define f1(z) = z and
(B—A4)

fule) =2+ 1+ X(n—1D](1+B) bnew"zn'
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Then f(z) is in the class V (g, A\, A, B) if and only if it can be expressed in the
form

F(2) =Y mafal2), (13)

where p, >0 (n>1) and > p, = 1.

n=1

Proof. If f(z) = Z,unfn(z) with > p, =1 and pu,, > 0, then
n=1 n=1

(B—A4)
T+ A(n—1](1+B)b,'m

WE

1+ A(n—1)](1+B)b,

i
[N}

NE

(B~ Ay = (B~ A)(1- )< (B 4).

||
N

So, by Theorem 1, we have f(z) € V(g,\, A, B).

Conversely, let the function f(z) defined by (1.1) belongs to the class V (g, A, A, B).

Then a,, are given by (7). Setting
1+A(n—1)](1+ B)b,

/Ln - (13 __14) |an|7

H =1 _>§E:/Ln‘
n=2

From Theorem 1, ) u,, <1 and so p, > 0. Since y,, fn(2) = p,2z + a,2", then

n=1

(14)

and

Zﬂnfn(z> =z+ Zanzn = f(2).
n=1 n=2
This completes the proof of Theorem 5.

Remark. Specializing g(z), A\, A and B, in the above results, we obtain the
corresponding results for the corresponding classes V(f, g, A, ), Vi(\ A, B)
V(g,A,B), VC(g9,A,B), V(N A,B),V, s([aa] ; A\, A, B) and V (,1,m; \, A, B)
defined in the introduction.

5 Open problems

(i) We can generalize this study when the functions f (z)and g (z) are p-valent
functions.
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ii) For meromorphic functions fi, fo € 3, where fi(z) = 271 + a,z" and
(i)

n=1

fa(2) = 271+ > b,2" ;the Hadamard product (or convolution) is given by

Y V(2 MAB) = (1+N)z(fixfo)(2) +A2(frx f2) (2) <

n=1

(fi* f2)(2) = 2 4 Zanbnzn = (fa* f1) (2).

We suggest to study the class

1+ Az
1+ Bz’

A>0,-1<A<B<1,0<B<1).
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