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Abstract
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1. Introduction

Let A (p) denote the class of functions of the form:

f(z) = zp +

1X
k=1

ak+pz
k+p (p 2 N = f1; 2; :::g); (1)

which are analytic and p�valent in the open unit disc U = fz 2 C : jzj < 1g : For
simplicity, we write A (1) = A:
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For functions f(z) 2 A (p) ; given by (1), and g(z) given by

g(z) = zp +

1X
k=1

bk+pz
k+p (p 2 N); (2)

the Hadamard product (or convolution) of f(z) and g(z) is de�ned by

(f � g)(z) = zp +
1X
k=1

ak+pbk+pz
k+p = (g � f)(z) (z 2 U ; p 2 N): (3)

A function f 2 A (p) is said to be in the class S�p (�) of p�valently starlike
of order � in U if and only if

<
�
zf

0
(z)

f(z)

�
> � (0 � � < p; z 2 U) : (4)

Also, a function f 2 A (p) is said to be in the class Cp(�) of p�valently
convex of order � in U if and only if

<
 
1 +

zf
00
(z)

f 0(z)

!
> � (0 � � < p; z 2 U) : (5)

It is easy to observe from (4) and (5) that

f(z) 2 Cp(�),
zf

0
(z)

p
2 S�p (�) : (6)

The class S�p (�) was introduced by Patil and Thakare [13] and The class Cp(�)
was introduced by Owa [10].

Furthermore, a function f 2 A (p) ; we say that f 2 Kp(�; �) if there exists
a function g 2 S�p (�) such that

<
�
zf

0
(z)

g(z)

�
> � (0 � �; � < p; z 2 U) : (7)

Functions in the class Kp(�; �) are called p�valently close-to-convex of order
� and type �: The class Kp(�; �) was studied by Aouf [1]. We also say that a
function f 2 A (p) is in the class K�

p(�; �) of p�valently quasi-convex of order
� and type � if there exists a function g 2 Cp(�) such that

<
 �

zf
0
(z)
�0

g0(z)

!
> � (0 � �; � < p; z 2 U) : (8)
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The class K�
p(�; �) was studied by Aouf [2].

It follows from (7) and (8) that

f(z) 2 K�
p(�; �),

zf
0
(z)

p
2 Kp(�; �): (9)

Recently, Srivastava and Attiya [18] (see also [4, 5, 8, 14]) introduced and
investigated the linear operator:

Js;bf(z)=z+
1X
k=2

�
1 + b

k + b

�s
akz

k
�
z2U ; b2CnZ�= f�1;�2; :::g ; s2C; f2A

�
:

Motivated essentially by the above-mentioned Srivastava-Attiya operator, Wang
et al. [19] (see also [20]) introduced the linear operator:

J �;p
s;b f(z) : A (p)! A (p) ;

which is de�ned as

J �;p
s;b f(z) = zp +

1X
k=1

(�+ p)k
k!

�
p+ b

k + p+ b

�s
ak+pz

k+p

�
s 2 C; b 2 CnZ�; p 2 N; � > �p; z 2 U

�
; (10)

where (�)� is the Pochhammer symbol de�ned, in terms of the Gamma function
�; by

(�)� =
�(� + �)

�(�)
=

�
1 (� = 0; � 2 C� = Cnf0g);
�(� + 1)::::(� + � � 1) (� 2 N; � 2 C):

(11)
It is readily veri�ed from (10) that

z
�
J �;p
s;b f(z)

�0
= (p+ �)J �+1;p

s;b f(z)� �J �;p
s;b f(z) (12)

and

z
�
J �;p
s+1;bf(z)

�0
= (p+ b)J �;p

s;b f(z)� bJ �;p
s+1;bf(z): (13)

By specializing the parameters �; p; s and b; we obtain:

(i) J 0;1
s;b f(z) = Js;bf(z)

�
s 2 C; b 2 CnZ�0

�
(see Srivastava and Attiya

[18]);
(ii) J 0;1

1;b f(z) = Jbf(z) (b > �1) (see Bernardi [3] and Libera [7]);
(iii) J 0;1

s;1 f(z) = Isf(z) (s > 0) (see Jung [6]);
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(iv) J 0;1
�;�f(z) = P�� f(z) (� � 1; � > 1) (see Patel and Sahoo [11];

(v) J 1�p;p
s;1 f(z) = Ds

pf(z) (s is any integer) (see Patel and Sahoo [12]);
(vi) J 1�p;p

s;1 f(z) = Ispf(z) (s > 0) (see Shams et al. [17]).
Also, we note that:

J 1�p;p
s;b f(z) = J p

s;bf(z)

= zp+
1X
k=1

�
p+ b

k + p+ b

�s
ak+pz

k+p (14)

�
s 2 C; b 2 CnZ�; p 2 N

�
:

We now de�ne the following subclasses of p-valent function class A (p) by
means of the linear operator J �;p

s;b given by (10).
De�nition 1. In conjunction with (4) and (10),

S�;ps;b (�) =
n
f(z) 2 A (p) : J �;p

s;b f(z) 2 S�p (�) ; 0 � � < p
o
:

De�nition 2. In conjunction with (5) and (10),

C�;ps;b (�) =
n
f(z) 2 A (p) : J �;p

s;b f(z) 2 Cp(�); 0 � � < p
o
:

De�nition 3. In conjunction with (7) and (10),

K�;p
s;b (�; �) =

n
f(z) 2 A (p) : J �;p

s;b f(z) 2 Kp(�; �); 0 � �; � < p
o
:

De�nition 4. In conjunction with (8) and (10),

K�;�;p
s;b (�; �) =

n
f(z) 2 A (p) : J �;p

s;b f(z) 2 K�
p(�; �); 0 � �; � < p

o
:

Obviously, we know that

f(z) 2 C�;ps;b (�),
zf

0
(z)

p
2 S�;ps;b (�) ; (15)

and

f(z) 2 K�;�;p
s;b (�; �), zf

0
(z)

p
2 K�;p

s;b (�; �) : (16)

In order to prove our main results, we need the following lemma.
Lemma 1 [9]. Let �(u; v) be complex valued function, � : D ! C; D � C�C
(C is the complex plane) and let u = u1+iu2; v = v1+iv2: Suppose that �(u; v)
satis�es the following conditions:
(i) �(u; v) is continuous in D;
(ii) (1; 0) 2 D and <f�(1; 0)g > 0;
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(iii) <f�(iu2; v1)g � 0 for all (iu2; v1) 2 D and such that v1 � �
(1 + u22)

2
:

Let
q(z) = 1 + q1z + q2z

2 + ::: (17)

be regular in the unit disc U such that (q(z); zq
0
(z)) 2 D for all z 2 U: If

<
n
�(q(z); zq

0
(z))

o
> 0 (z 2 U);

then
<fq(z)g > 0 (z 2 U):

2. The Main Inclusion Relationships

Unless otherwise mentioned, we assume throughout this paper that :
s 2 C; b 2 CnZ�; p 2 N and � > �p:

In this section, we give several inclusion relationships for p-valent function
classes, which are associated with the linear operator J �;p

s;b :
Theorem 1. Let 0 � � < p and Re fbg = b1 > ��. Then

S�+1;ps;b (�) � S�;ps;b (�) � S�;ps+1;b (�) : (18)

Proof. We �rst prove that

S�+1;ps;b (�) � S�;ps;b (�) : (19)

Let f(z) 2 S�+1;ps;b (�) and set

z
�
J �;p
s;b f(z)

�0
J �;p
s;b f(z)

= �+ (p� �)q(z); (20)

where q(z) is given by (17). By using identity (12), we obtain

(p+ �)
J �+1;p
s;b f(z)

J �;p
s;b f(z)

= �+ �+ (p� �)q(z): (21)

Di¤erentiating (21) logarithmically with respect to z, we have

z
�
J �+1;p
s;b f(z)

�0
J �+1;p
s;b f(z)

=
z
�
J �;p
s;b f(z)

�0
J �;p
s;b f(z)

+
(p� �)zq

0
(z)

�+ �+ (p� �)q(z)

= �+ (p� �)q(z) +
(p� �)zq

0
(z)

�+ �+ (p� �)q(z)
:
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Let

�(u; v) = (p� �)u+
(p� �)v

(p� �)u+ �+ �

with u = q(z) = u1+iu2 and v = zq
0
(z) = v1+iv2; this show that �(u; v) sat-

is�es the hypothese of Lemma 1. Consequently, we easily obtain the inclusion
relationship (19). Now, we will prove the second part of relation (18), i.e.

S�;ps;b (�) � S�;ps+1;b (�) : (22)

Let f(z) 2 S�;ps;b (�) and set

z
�
J �;p
s+1;bf(z)

�0
J �;p
s+1;bf(z)

= �+ (p� �)q(z); (23)

where q(z) is given by (17). By using identity (13), we obtain

(p+ b)
J �;p
s;b f(z)

J �;p
s+1;bf(z)

= b+ �+ (p� �)q(z): (24)

Di¤erentiating (24) logarithmically with respect to z, we have

z
�
J �;p
s;b f(z)

�0
J �;p
s;b f(z)

=
z
�
J �;p
s+1;bf(z)

�0
J �;p
s+1;bf(z)

+
(p� �)zq

0
(z)

b+ �+ (p� �)q(z)

= �+ (p� �)q(z) +
(p� �)zq

0
(z)

b+ �+ (p� �)q(z)
:

Let

�(u; v) = (p� �)u+
(p� �)v

(p� �)u+ b+ �

with u = q(z) = u1 + iu2 and v = zq
0
(z) = v1 + iv2; this show that �(u; v).

Then
(i) �(u; v) is continuous in D =

�
Cn�b��

p��

�
� C;

(ii) (1; 0) 2 D and <f�(1; 0)g = p� � > 0;

(iii) for all (iu2; v1) 2 D and such that v1 � �
(1 + u22)

2
; we have

<f�(iu2; v1)g = <
�

(p� �)v1
(p� �)iu2 + b1 + ib2 + �

�
=

(p� �) (b1 + �) v1

(b1 + �)2 + (b2 + (p� �)u2)
2

� � (p� �) (b1 + �) (1 + u22)

2
�
(b1 + �)2 + (b2 + (p� �)u2)

2�
< 0;
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which shows that �(u; v) satis�es the hypothese of Lemma 1. Consequently,
we easily obtain the inclusion relationship (22). Combining the inclusion rela-
tionships (19) and (22), we complete the proof of Theorem 1.
Theorem 2. Let 0 � � < p and Re fbg = b1 > ��. Then

C�+1;ps;b (�) � C�;ps;b (�) � C�;ps+1;b (�) : (25)

Proof. Let f(z) 2 C�+1;ps;b (�). Then, by De�nition 2, we have

J �+1;p
s;b f(z) 2 Cp(�); 0 � � < p:

Furthermore, in view of the relationship (6), we �nd that

z
�
J �+1;p
s;b f(z)

�0
p

2 S�p(�);

that is, that

J �+1;p
s;b

�
zf

0
(z)

p

�
2 S�p(�):

Thus, by using De�nition 1 and Theorem 1, we have

zf
0
(z)

p
2 S�+1;ps;b (�) � S�;ps;b (�) ;

which implies that
C�+1;ps;b (�) � C�;ps;b (�) :

The right part of Theorem 2 can be proved by using similar arguments. The
proof of Theorem 2 is thus completed.
Theorem 3. Let 0 � �; � < p. Then

K�+1;p
s;b (�; �) � K�;p

s;b (�; �) � K�;p
s+1;b (�; �) : (26)

Proof. Let us begin by proving that

K�+1;p
s;b (�; �) � K�;p

s;b (�; �) (0 � �; � < p) : (27)

Let f(z) 2 K�+1;p
s;b (�; �) : Then there exists a function  (z) 2 S�p(�) such that

Re

0B@z
�
J �+1;p
s;b f(z)

�0
 (z)

1CA > � (z 2 U) :
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We put J �+1;p
s;b g(z) =  (z); so that we have

g(z) 2 S�+1;ps;b (�) and Re

0B@z
�
J �+1;p
s;b f(z)

�0
J �+1;p
s;b g(z)

1CA > � (z 2 U) :

We next put

z
�
J �;p
s;b f(z)

�0
J �;p
s;b g(z)

= � + (p� �)q(z); (28)

where q(z) is given by (17). Thus, by using identity (12), we obtain

z
�
J �+1;p
s;b f(z)

�0
J �+1;p
s;b g(z)

=
J �+1;p
s;b

�
zf

0
(z)
�

J �+1;p
s;b g(z)

=
z
h
J �;p
s;b

�
zf

0
(z)
�i0
+ �

h
J �;p
s;b

�
zf

0
(z)
�i

z
h
J �;p
s;b g(z)

i0
+ �J �;p

s;b g(z)

=

z
h
J �;p
s;b

�
zf

0
(z)
�i0

J �;p
s;b g(z)

+ �
J �;p
s;b

�
zf

0
(z)
�

J �;p
s;b g(z)

z
h
J �;p
s;b g(z)

i0
J �;p
s;b g(z)

+ �

:

Since g(z) 2 S�+1;ps;b (�) ; by using Theorem 1, we can put

z
�
J �;p
s;b g(z)

�0
J �;p
s;b g(z)

= �+ (p� �)G(z);

where

G(z) = g1(x; y) + ig2(x; y) and Re (G(z)) = g1(x; y) > 0 (z 2 U) :

Then

z
�
J �+1;p
s;b f(z)

�0
J �+1;p
s;b g(z)

=

z
h
J �;p
s;b

�
zf

0
(z)
�i0

J �;p
s;b g(z)

+ � [� + (p� �)q(z)]

�+ �+ (p� �)G(z)
: (29)
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We thus �nd from (28) that

z
�
J �;p
s;b f(z)

�0
= [� + (p� �)q(z)]J �;p

s;b g(z): (30)

Di¤erentiating both sides of (30) with respect to z, we obtain

z
h
J �;p
s;b

�
zf

0
(z)
�i0

= z
h
J �;p
s;b g(z)

i0
[� + (p� �)q(z)] + (p� �)zq

0
(z)J �;p

s;b g(z)

z
h
J �;p
s;b

�
zf

0
(z)
�i0

J �;p
s;b g(z)

= (p� �)zq
0
(z) + [� + (p� �)q(z)]

z
h
J �;p
s;b g(z)

i0
J �;p
s;b g(z)

= (p��)zq0(z)+[� + (p� �)q(z)] [�+ (p� �)G(z)] : (31)

By substituting (31) into (29), we have

z
�
J �+1;p
s;b f(z)

�0
J �+1;p
s;b g(z)

=
(p� �)zq

0
(z) + [� + (p� �)q(z)] [�+ �+ (p� �)G(z)]

�+ �+ (p� �)G(z)

=
(p� �)zq

0
(z)

�+ �+ (p� �)G(z)
+ [� + (p� �)q(z)]

z
�
J �+1;p
s;b f(z)

�0
J �+1;p
s;b g(z)

� � =

�
(p� �)q(z) +

(p� �)zq
0
(z)

�+ �+ (p� �)G(z)

�
:

Taking u = q(z) = u1 + iu2 and v = zq
0
(z) = v1 + iv2; we de�ne the function

�(u; v) by

�(u; v) = (p� �)u+
(p� �)v

�+ �+ (p� �)G(z)
; (32)

where (u; v) 2 D = (CnD�)� C and

D� =

�
z : z 2 C and < (G(z)) = g1(x; y) > 1�

p+ �

p� �

�
:

Then it follows from (32) that
(i) �(u; v) is continuous in D;
(ii) (1; 0) 2 D and <f�(1; 0)g = p� � > 0;
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(iii) for all (iu2; v1) 2 D and such that v1 � �
(1 + u22)

2
; we have

<f�(iu2; v1)g = <
�

(p� �)v1
(p� �)G(z) + �+ �

�
=

(p� �)v1 [(p� �)g1(x; y) + �+ �]

[(p� �)g1(x; y) + �+ �]2 + [(p� �)g2(x; y)]
2

� � (p� �)(1 + u22) [(p� �)g1(x; y) + �+ �]

2 [(p� �)g1(x; y) + �+ �]2 + 2 [(p� �)g2(x; y)]
2

< 0;

which shows that �(u; v) satis�es the hypothese of Lemma 1. Thus, in light
of (28), we easily deduce the inclusion relationship (27).
The remainder of our proof of Theorem 3 would make use of the identity

(13) in analogous manner and assume that

D�=

�
z:z2C and < (G(z))=g1(x; y)>1�

p+ b1
p� �

�
; where b1=Re fbg : (33)

We, therefore, choose to omit the details involved.
Theorem 4. Let 0 � �; � < p. Then

K�;�+1;p
s;b (�; �) � K�;�;p

s;b (�; �) � K�;�;p
s+1;b (�; �) : (34)

Proof. Just as we derived Theorem 2 as a consequence of Theorem 1 by
using the equivalence (6), we can also prove Theorem 4 by using Theorem 3
in conjunction with the equivalence (9).

3. A set of integral-preserving properties

In this section, we present several integral-preserving properties of the mero-
morphic function classes introduced here. We �rst recall a familiar integral
operator Jc;p(f)(z) de�ned by Saitoh [15] (see also Saitoh et al. [16]):

J 1�p;p
1;c f(z) = Jc;p(f)(z) =

c+ p

zc

zR
0

tc�1f(t)dt

=

 
zp +

1X
k=1

c+ p

c+ p+ k
zk+p

!
�f(z) (c > �p; z 2 U) ; (35)
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which satis�es the following relationship:

z
�
J �;p
s;b Jc;p(f)(z)

�0
= (c+ p)J �;p

s;b f(z)� cJ �;p
s;b Jc;p(f)(z): (36)

Theorem 5. Let c � 0 and 0 � � < p. If f(z) 2 S�;ps;b (�) ; then Jc;p(f)(z) 2
S�;ps;b (�) :

Proof. Suppose that f(z) 2 S�;ps;b (�) and let

z
�
J �;p
s;b Jc;p(f)(z)

�0
J �;p
s;b Jc;p(f)(z)

= �+ (p� �)h(z); (37)

where h(z) = 1 + c1z + c2z
2 + :::; using the identity (36), we have

J �;p
s;b f(z)

J �;p
s;b Jc;p(f)(z)

=
1

c+ p
fc+ �+ (p� �)h(z)g : (38)

Di¤erentiating (38) logarithmically with respect to z, we obtain

z
�
J �;p
s;b f(z)

�0
J �;p
s;b f(z)

=
z
�
J �;p
s;b Jc;p(f)(z)

�0
J �;p
s;b Jc;p(f)(z)

+
(p� �) zh

0
(z)

c+ �+ (p� �)h(z)

z
�
J �;p
s;b f(z)

�0
J �;p
s;b f(z)

� � = (p� �)h(z) +
(p� �) zh

0
(z)

c+ �+ (p� �)h(z)
: (39)

Now, we form the function �(u; v) by taking u = h(z) and v = zh
0
(z) in (39)

as:

�(u; v) = (p� �)u+
(p� �) v

c+ �+ (p� �)u
:

It is easy to see that the function �(u; v) satis�es the conditions (i) and (ii) of

Lemma 1 in D =
�
Cn�c��

p��

�
� C: To verify the condition (iii), we proceed as

follows:

<f�(iu2; v1)g = <
�
� (p� �)v1
(p� �)iu2 + c+ �

�
=

(p� �) (c+ �) v1

(p� �)2u22 + (c+ �)2

� � (p� �) (c+ �) (1 + u22)

2
�
(p� �)2u22 + (c+ �)2

�
< 0;
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where v1 = �1
2
(1 + u22) and (iu2; v1) 2 D: Therefore the function �(u; v)

satis�es the conditions of Lemma 1. This shows that if <
�
�(h(z); zh

0
(z))

	
>

0 (z 2 U) ; then <fh(z)g > 0 (z 2 U) ; that is, if f(z) 2 S�;ps;b (�) ; then
Jc;p(f)(z) 2 S�;ps;b (�) : This completes the proof of Theorem 5.
Theorem 6. Let c � 0 and 0 � � < p. If f(z) 2 C�;ps;b (�) ; then Jc;p(f)(z) 2
C�;ps;b (�) :
Proof. By applying Theorem 5, it follows that

f(z) 2 C�;ps;b (�),
zf

0
(z)

p
2 S�;ps;b (�)

) Jc;p

�
zf

0
(z)

p

�
2 S�;ps;b (�)

, z

p
(Jc;pf(z))

0
2 S�;ps;b (�)

) Jc;p (f) (z) 2 C�;ps;b (�) ;

which proves Theorem 6.
Theorem 7. Let c � 0 and 0 � �; � < p. If f(z) 2 K�;p

s;b (�; �) ; then
Jc;p(f)(z) 2 K�;p

s;b (�; �) :

Proof. Suppose that f(z) 2 K�;p
s;b (�; �) : Then, by using De�nition 3, there

exists a function g(z) 2 S�;ps;b (�) such that

<

0B@z
�
J �;p
s;b f(z)

�0
J �;p
s;b g(z)

1CA > � (z 2 U) :

Thus, upon setting

z
�
J �;p
s;b Jc;p(f)(z)

�0
J �;p
s;b Jc;p(g)(z)

= � + (p� �)h(z); (40)

where h(z) = 1 + c1z + c2z
2 + ::: From (36) and (40), we have

(c+ p)J �;p
s;b f(z) = J

�;p
s;b Jc;p(g)(z) [� + (p� �)h(z)] + cJ �;p

s;b Jc;p(f)(z) (41)

Di¤erentiating both sides of (41) with respect to z, we obtain

(c+ p) z
�
J �;p
s;b f(z)

�0
= z

�
J �;p
s;b Jc;p(g)(z)

�0
[� + (p� �)h(z)]

+(p� �)zh0(z)
�
J �;p
s;b Jc;p(g)(z)

�
+ cz

�
J �;p
s;b Jc;p(f)(z)

�0
; (42)
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now apply (36) for the function g(z) and using (42), we obtain

z
�
J �;p
s;b f(z)

�0
J �;p
s;b g(z)

= � + (p� �)h(z) +
J �;p
s;b Jc;p(g)(z)

J �;p
s;b g(z)

� (p� �)zh
0
(z)

c+ p
: (43)

Since g(z) 2 S�;ps;b (�) ; we know from Theorem 5 that Jc;pg(z) 2 S�;ps;b (�) : So
we can set

z
�
J �;p
s;b Jc;p(g)(z)

�0
J �;p
s;b Jc;p(g)(z)

= �+ (p� �)H(z); (44)

where

H(z) = h1(x; y)+ih2(x; y) and Re (H(z)) = h1(x; y) > 0 (z 2 U) :

Then we have

z
�
J �;p
s;b f(z)

�0
J �;p
s;b g(z)

� � = (p� �)h(z) +
(p� �)zh

0
(z)

c+ �+ (p� �)H(z)
: (45)

Then, by setting u = h(z) = u1 + iu2 and v = zh
0
(z) = v1 + iv2; we can de�ne

the function �(u; v) by

�(u; v) = (p� �)u+
(p� �)v

c+ �+ (p� �)H(z)
: (46)

It is easy to see that the function �(u; v) satis�es the conditions (i) and (ii) of
Lemma 1 in D = C� C: To verify the condition (iii), we proceed as follows:

<f�(iu2; v1)g = <
�

(p� �)v1
c+ �+ (p� �)h1(x; y) + i(p� �)h2(x; y)

�
=

(p� �)v1 [c+ �+ (p� �)h1(x; y)]

[c+ �+ (p� �)h1(x; y)]
2 + [(p� �)h2(x; y)]

2

� � (p� �)(1 + u22) [c+ �+ (p� �)h1(x; y)]

2 [c+ �+ (p� �)h1(x; y)]
2 + 2 [(p� �)h2(x; y)]

2

< 0;

where v1 = �1
2
(1 + u22) and (iu2; v1) 2 D: Therefore the function �(u; v) sat-

is�es the conditions of Lemma 1. This shows that if
<
�
�(h(z); zh

0
(z))

	
> 0 (z 2 U) ; then <fh(z)g > 0 (z 2 U) ; that is, if

f(z) 2 K�;p
s;b (�; �) ; then Jc;p(f)(z) 2 K

�;p
s;b (�; �) : This completes the proof of

Theorem 7.
Theorem 8. Let c > 0 and 0 � �; � < p. If f(z) 2 K�;�;p

s;b (�; �) ; then
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Jc;p(f)(z) 2 K�;�;p
s;b (�; �) :

Proof. Just as we derived Theorem 6 from Theorem 5, we easily deduce the
integral-preserving property asserted by Theorem 8 from Theorem 7.
Remark. By specializing the parameters s; � and b; we obtain various results
associated with operators J p

s;b and I
s
pf(z):

4. Open Problem

The inclusion results we established in this paper can be obtained by using
Jack�s Lemma (see I. S. Jack, Functions starlike and convex of order �, J.
London Math. Soc., 2(1971), no. 3, 469-474). Compare these results with the
results given by using Jack�s Lemma.

Acknowledgements. The authors thank the referees for their valuable sug-
gestions which led to improvement of this paper.
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