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Abstract 

     Based upon previous studies on laws of large numbers for fuzzy, 
random, fuzzy random and random fuzzy variables, We go further to 
explore weak law of large numbers(WLLN) for hybrid variables 
comprising fuzzy random variables and random fuzzy variables. we 
mainly prove Chebyshev WLLN, Poisson WLLN, Bernoulli WLLN, 
Markov WLLN and Khintchin WLLN for hybrid variables based on 
chance measure. 

     Keywords: weak law of large numbers(WLLN), fuzzy random variable, 
random fuzzy variable, hybrid variable, chance measure. 

 

1      Introduction 

The concept of fuzzy random variables was first promoted by Kwakernaak[1][2], 
and developed by Puri and Ralescu[3][4], Stein and Talati[5], Kruse and 
Meyer[6], Liu and Liu[7], and so on. In addition, a random fuzzy variable was 
introduced by Liu[8]. More generally, a hybrid variable was proposed by Liu[9] 
as a measurable function from a chance space to the set of real numbers. 

Theories for hybrid variable has been applied in a lot of  fields, such as the 
random fuzzy economic manufacturing quantity model[10], the confidence-
interval-based fuzzy random regression models[11], the fuzzy random decision 
systems[12], the project scheduling problem with random fuzzy activity duration 
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times[13], chance-constrained goal programming models with random and fuzzy 
parameters[14]. 

Based on possibility measure[15][16], the strong law of large numbers (SLLN) 
was respectively proved by several researchers such as Kruse[17], Miyakoshi and 
Shimbo[18], Taylor, Daffer and Patterson[19], Klement, Puri and Ralescu [20], 
Inoue[21], Kim, Joo, Kim and Kwon[22][23][24], Li and Ogura [25], Proske and 
Puri[26],and so on. Taylor, Seymour and Chen [27] proved WLLN for fuzzy 
random sets. Chen and Liu[28] studied the law of large numbers for fuzzy 
variables based on credibility measure. Liu and Liu[7] studied SLLN and WLLN 
for fuzzy random variables based on chance measure. 

To sum up, many studies have been done on the WLLN and SLLN for fuzzy, 
random or fuzzy random variables, nevertheless, there is little researcher to study 
WLLN or SLLN for random fuzzy or hybrid variables based on chance measure. 

The present paper is concerned with the research of Chebyshev WLLN, Poisson 
WLLN, Bernoulli WLLN, Markov WLLN and Khintchin WLLN for hybrid 
variables based on chance measure, which should be helpful to develop further the 
theory and its applications of hybrid variables. 

2      Preliminaries 
In this section, we describe some concepts and results of hybrid variables based 
on chance measure. 

     Definition 2.1 (Liu[9]) Suppose that ( , ,CrΘ Ρ ) is a credibility space and 
( , , PrΩ Α ) is a probability space. The product ( , ,CrΘ Ρ )×( , , PrΩ Α ) is called a 
chance space. 

Definition 2.2 (Liu[9]) A hybrid variable is a measurable function from a 
chance space ( , ,CrΘ Ρ )×( , , PrΩ Α ) to the set of real numbers, i.e., for any Borel 
set B of real numbers, the set 

{ } { , } | ( , ) }B Bξ θ ω ξ θ ω∈ = ∈Θ×Ω ∈  
is an event. 
 Definition 2.3 (Liu[29]) The chance distribution : [0,1]RΦ →  of a hybrid 

variable ξ  is defined by 
( ) {( , ) | ( , ) }x Ch xθ ω ξ θ ωΦ = ∈Θ×Ω ≤ . 

Definition 2.4 (Liu[29]) The hybrid variables 1 2, , , nξ ξ ξ"  are said to be 
independent if  

1 1

( ) [ ( )]
n n

i i i i
i i

E f E fξ ξ
= =

⎡ ⎤ =⎢ ⎥⎣ ⎦
∑ ∑  

for any measurable functions 1 2, , , nf f f"  provided that the expected values 
exist and are finite. 
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Definition 2.5 (Liu[29]) The hybrid variables ξ  and η  are identically 
distributed if  

{ } { }Ch B Ch Bξ η∈ = ∈  
for any Borel set B of real numbers. 

Definition 2.6 (Liu[29]) Let ξ  be a hybrid variable, then the expected variable 
of  ξ  is defined by 

0

0
[ ] { } { }E Ch r dr Ch r drξ ξ ξ

+∞

−∞
= ≥ − ≤∫ ∫  

provided that at least one of the two integrals is definite. 
Definition 2.7 (Liu [29]) Let ξ  be a hybrid variable with finite expected 

value e , then the variable of  ξ  is defined by 
2[ ] [( ) ]V E eξ ξ= − . 

Theorem 2.8 (Liu [29]) If ξ  and η  are independent hybrid variables with 
finite expected values, then we have  

[ ] [ ] [ ]E a b aE bEξ η ξ η+ = + . 
for any real numbers a and b. 

Theorem 2.9 (Liu [29] Chebyshev Inequality) Let ξ  be a hybrid variable 
whose variance [ ]V ξ  exists, then for any given number 0t > , we have  

2

[ ]{| [ ] | } VCh E t
t
ξξ ξ− ≥ ≤ . 

Theorem 2.10 (Liu [29] Markov Inequality) Let ξ  be a hybrid variable, then 
for any given numbers 0t >  and 0p > , we have  

[ ]
{| | }

p

p

E
Ch t

t
ξ

ξ ≥ ≤ . 

Theorem 2.11 (Li and Liu [30] Chance Subadditivity Theorem) The chance 
measure is subadditive. That is  

1 2 1 2{ } { } { }Ch Ch ChΛ Λ ≤ Λ Λ∪ ∪ . 
for any events 1Λ  and 2Λ . 

Theorem 2.12 (Li and Liu [30]) The chance measure is self-dual. That is  
{ } { } 1cCh ChΛ + Λ = . 

Theorem 2.13 (Liu[29]) Let  ( , ,CrΘ Ρ )×( , , PrΩ Α ) be a chance space and Ch 
a chance measure., then we have  

{ } 0, { } 1, 0 { } 1Ch Ch Ch∅ = Θ×Ω = ≤ Λ ≤ . 
for any event Λ . 

Theorem 2.14 (Li and Liu [30]) The chance measure is increasing. That is,  
1 2{ } { }Ch ChΛ ≤ Λ . 

for any event 1Λ  and 2Λ  with 1 2Λ ⊂ Λ . 
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3      The WLLN for hybrid variables based on chance 
measure 
In this section, we attempt to discuss WLLN, Chebyshev WLLN, Poisson WLLN, 
Bernoulli WLLN, Markov WLLN and Khintchin WLLN.  

Definition 3.1 Suppose that { }iξ  is a sequence of hybrid variables whose 

expected value [ ]iE ξ  exists, and its average 
1

1 ( 1,2, , )
n

n i
i

S i n
n

ξ
=

= =∑ "  is finite. 

For any given 0ε > , if lim { [ ] } 0n nn
Ch S E S ε

→∞
− ≥ = , we say that { }iξ  satisfies the 

WLLN. 

Lemma 3.2 Let 1 2, , , nξ ξ ξ"  be independent hybrid variables with finite 
expected value e, then we get  

[ ]nE S e=  

Proof. Obviously, by Theorem 2.8, the lemma is proved. 

Lemma 3.3  Let  ξ and η  be independent hybrid variables with finite expected 
values and variances. Then we have 

2 2[ ] [ ] [ ]V a b a V b Vξ η ξ η+ = +  

for any real numbers a and b. 

 Proof. Its follows from Definition 2.7 that 
2

2

2 2

2 2

2 2

[ ] [( [ ]) ]
[( [ ] [ ]) ]

[ ] [ ] 2 [( [ ])( [ ])]

[ ] [ ] 2 [( [ ])] [( [ ])]

[ ] [ ]

V a b E a b E a b
E a b aE bE

a V b V abE E E

a V b V abE E E E

a V b V

ξ η ξ η ξ η

ξ η ξ η

ξ η ξ ξ η η

ξ η ξ ξ η η

ξ η

+ = + − +

= + − +

= + + − −

= + + − −

= +

 

The lemma is proved. 

Lemma 3.4 Let 1 2, , , nξ ξ ξ"  be independent, identically distributed (i.i.d.) 
hybrid variables having a finite expected value e and variance 2σ , then we can 
obtain  

2

[ ]nV S
n
σ

=  
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Proof. Obviously, by Lemma 3.3, the lemma is proved. 

Theorem 3.5 (WLLN) Let 1 2, , , nξ ξ ξ"  be i.i.d.  hybrid variables with the same 
expected value e and variance 2σ , then we say the sequence { }iξ  satisfies WLLN. 

i.e. 

lim { } 0nn
Ch S e ε

→∞
− ≥ =  

holds for any given 0ε > . 

Thus the average nS  converges in chance (or weakly) to the expected value e as 
n →∞ . 

Proof. By using Lemma 3.2, 3.4 and Theorem 2.9, we obtain 
2

2{ }nCh S e
n
σε
ε

− ≥ ≤  

for any given 0ε > , 

i.e. 

lim { } 0nn
Ch S e ε

→∞
− ≥ = . 

The theorem is proved. 

Theorem 3.6 (Chebyshev WLLN) Let{ }iξ  be a sequence of independent hybrid 
variables and a constant 0v >  such that its variance [ ]iV vξ <  for all 
( 1, 2, , )i i n= "  then we say { }iξ  satisfies WLLN. 

i.e. 

lim { [ ] } 0n nn
Ch S E S ε

→∞
− ≥ =  

holds for any given 0ε > . 

Proof. For any given 0ε > , it follows from Theorem 2.9 and Lemma 3.4 that 

2 2

10 lim { [ ] } lim [ ] lim 0n n nn n n

vCh S E S V S
n

ε
ε ε→∞ →∞ →∞

⎛ ⎞≤ − ≥ ≤ ≤ =⎜ ⎟
⎝ ⎠

 

 The theorem is proved. 

Theorem 3.7 (Poisson WLLN) Assume that { }iξ ( 1,2, , )i n= "  is a sequence of 
independent hybrid variables. For  0 1ich< < , if 

{ 1} , { 0} 1 ,i i i iCh ch Ch chξ ξ= = = = −  

then { }iξ  satisfies WLLN, 
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i.e. 

1 1

1 1lim 0
n n

i in i i
Ch ch

n n
ξ ε

→∞
= =

⎧ ⎫
− ≥ =⎨ ⎬

⎩ ⎭
∑ ∑  

hold for any given 0ε > . 

 Proof. Since 

{ 1} , { 0} 1 ,i i i iCh ch Ch chξ ξ= = = = −  

by Theorem 2.12, the distribution of { }iξ  satisfies 

iξ  0 1 
Ch 1 ich−  ich  

And it satisfies 

1 1 1 1

1 1 1 1, [ ]
n n n n

n i n i i i
i i i i

S E S E E ch
n n n n

ξ ξ ξ
= = = =

⎡ ⎤ ⎡ ⎤= = = =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
∑ ∑ ∑ ∑  

holds. 

    Thus, since the sequence { }iξ  satisfies the Chebyshev WLLN (Theorem 3.6), 
for  any given 0ε > , we obtain 

{ }
1 1

1 1lim lim [ ] 0
n n

i i n nn ni i
Ch ch Ch S E S

n n
ξ ε ε

→∞ →∞
= =

⎧ ⎫
− ≥ = − ≥ =⎨ ⎬

⎩ ⎭
∑ ∑  

 The theorem is proved. 

Theorem 3.8 (Bernoulli WLLN) Suppose that { }iξ ( 1,2, , )i n= "  is a sequence 
of  i.i.d. hybrid variables. For  0 1ch< < , if 

{ 1} , { 0} 1 ,i iCh ch Ch chξ ξ= = = = −  

then { }iξ  satisfies WLLN, 

i.e. 

1

1lim 0
n

in i
Ch ch

n
ξ ε

→∞
=

⎧ ⎫
− ≥ =⎨ ⎬

⎩ ⎭
∑   

hold for any given 0ε > . 

 Proof. In fact, it is a special cause of Poisson WLLN (Theorem 3.7), 

i.e. 

1 2 nch ch ch ch= = = =" . 
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Since the sequence { }iξ  satisfies 

iξ  0 1 
Ch 1 ch−  ch  

Obviously, 

[ ] , [ ] (1 ) .i i iE ch ch V ch ch vξ ξ= = = − <  

for a positive constant v . 

    Additionally, the sequence { }iξ  is i.i.d., then 

{ }
1 1

1 1lim lim [ ] 0
n n

i i n nn ni i
Ch ch Ch S E S

n n
ξ ε ε

→∞ →∞
= =

⎧ ⎫
− ≥ = − ≥ =⎨ ⎬

⎩ ⎭
∑ ∑  

holds. 

    Thus, since the sequence { }iξ  satisfies the Chebyshev WLLN (Theorem 3.6), 
for  any given 0ε > ,  we obtain 

1 1 1 1

1 1 1 1, [ ]
n n n n

n i n i i i
i i i i

S E S E E ch ch
n n n n

ξ ξ ξ
= = = =

⎡ ⎤ ⎡ ⎤= = = = =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
∑ ∑ ∑ ∑  

hold. 

Thus, since the sequence { }iξ  satisfies the Poisson WLLN (Theorem 3.7), for  
any given 0ε > ,  we obtain 

1

1lim 0
n

in i
Ch ch

n
ξ ε

→∞
=

⎧ ⎫
− ≥ =⎨ ⎬

⎩ ⎭
∑  

 The theorem is proved. 

Theorem 3.9 (Markov WLLN) Assume that a sequence { }iξ  of hybrid variables 
satisfies 

lim [ ] 0nx
V S

→∞
= , 

Then we say { }iξ  satisfies WLLN, 

i.e. 

1

1lim [ ] 0
n

i nn i
Ch E S

n
ξ ε

→∞
=

⎧ ⎫
− ≥ =⎨ ⎬

⎩ ⎭
∑  . 

hold for any given 0ε > . 

 Proof.  For any given 0ε > , it follows from Theorem 2.9 that 
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2

10 lim { [ ] } lim [ ] 0n n nn n
Ch S E S V Sε

ε→∞ →∞

⎛ ⎞≤ − ≥ ≤ =⎜ ⎟
⎝ ⎠

 

The theorem is proved. 

Lemma 3.10  Let the hybrid variables ξ and η  be independent, then 

( ){ } { } { }2 0Ch Ch Chξ η ε ξ ε η+ ≥ ≤ ≥ + ≠  

hold for any given 0ε > . 

Proof.  Obviously, for any given 0ε > ,  

( ){ } { } { } { } { }2 0ξ η ε ξ ε η ε ξ ε η+ ≥ ⊂ ≥ ≥ ⊂ ≥ ≠∪ ∪ . 

By using Theorem 2.11 and 2.14, we can have 
( ){ } { } { }{ } { } { }2 0 0Ch Ch Ch Chξ η ε ξ ε η ξ ε η+ ≥ ⊂ ≥ ≠ + ≥ + ≠∪ . 

The lemma is proved. 

Theorem 3.11 (Khintchin WLLN) Let { }iξ  be a sequence of  i.i.d. hybrid 
variables with finite expected values [ ]iE eξ = , ( 1,2, , )i n= " , then { }iξ  satisfies 
WLLN, 

i.e. 

{ }lim 0nn
Ch S e ε

→∞
− ≥ = . 

hold for any given 0ε > . 

 Proof.  For any given 0ε > ,  we define two hybrid sequences as follows: 

,

0 ,i

i i
i i e n

i

if e n

if e nξ δ

ξ ξ δ
η ξ χ

ξ δ− <

⎧ − <⎪= = ⎨
− ≥⎪⎩

 

0 ,

,i

i
i i e n

i i

if e n

if e nξ δ

ξ δ
ς ξ χ

ξ ξ δ− ≥

⎧ − <⎪= = ⎨
− ≥⎪⎩

 

Where 

1 ,

0 ,i

i
e n

i

if e n

if e nξ δ

ξ δ
χ

ξ δ− ≥

⎧ − <⎪= ⎨
− ≥⎪⎩

 

1, 2, , .i n= "  

Let 
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,

[ ].
i

n i

M E e

e E

ξ

η

⎧ = ⎡ − ⎤⎪ ⎣ ⎦⎨
=⎪⎩

 

By the conditions of Theorem 3.11, we can have 

⑴ .i i iξ η ς= +  

⑵ , ( 1, 2, ).nM e n< +∞ < +∞ = "  And for n →∞ , we obtain 

{ } { }0

0
.

i in i ie n e ne Ch t dt Ch t dt eξ δ ξ δξ χ ξ χ
+∞

− < − <−∞
= ≥ − ≤ →∫ ∫   …………………(1) 

⑶By Theorem 2.10, for 1,2,n = ", we can have 

( )

{ } { }
{ }
[ ]

2

2

2

2 20

0

( ) 2

0

( )

0

[ ]

2 .

i i

i i n

i n i ne n e n

n

i n

n i n

V E e

Ch e t dt Ch e t dt

Ch e t dt

E e
dt

t
n M

ξ δ ξ δ

δ

δ

η η

ξ χ ξ χ

ξ

ξ

δ

+∞

− < − <−∞

⎡ ⎤= −⎣ ⎦

= − ≥ − − ≤

= − ≥

⎛ ⎞−
≤ ⎜ ⎟

⎝ ⎠
≤

∫ ∫

∫

∫

 

Thus, 

[ ]2
1 1

1 1 2 .
n n

i i
i i

V V n M
n n

η η δ
= =

⎡ ⎤ = ≤⎢ ⎥⎣ ⎦
∑ ∑                 ………………………………(2) 

⑷  For n  large enough, we know that the inequality 1
2ne e ε− ≤  holds. 

Additionally, by (1), (2) and Theorem 2.9, we have 

1

1

1

1

1

1

n

i
i

n

i n n
i

n

i n n
i

Ch e
n

Ch e e e
n

Ch e e e
n

η ε

η ε

η ε

=

=

=

⎧ ⎫
− ≥⎨ ⎬

⎩ ⎭
⎧ ⎫

= − + − ≥⎨ ⎬
⎩ ⎭
⎧ ⎫⎛ ⎞⎪ ⎪≤ − + − ≥⎨ ⎬⎜ ⎟
⎪ ⎪⎝ ⎠⎩ ⎭

∑

∑

∑
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1

2
1

2

1 1
2

1 1
4

.
2

n

i n
i

n

i
i

Ch e
n

V
n

M

η ε

η
ε
δ
ε

=

=

⎧ ⎫⎛ ⎞⎪ ⎪≤ − ≥⎨ ⎬⎜ ⎟
⎪ ⎪⎝ ⎠⎩ ⎭

⎡ ⎤
≤ ⎢ ⎥⎣ ⎦

≤

∑

∑               ………………………………(3) 

⑸ For any 1,2,n = ", any given δ  and n  large enough, we note that 

iE eξ⎡ − ⎤ ≤ +∞⎣ ⎦  such that the inequality 

{ } { }
( )

( )

0

1

.

i

i

i i

e n

e n

Ch Ch e n

d e

e d e
n

n

ξξ δ

ξξ δ

ς ξ δ

ξ

ξ ξ
δ
δ

− ≥

− ≥

≠ = − ≥

= Φ −

≤ − Φ −

≤

∫

∫
 

By Theorem 2.11, we obtain 

{ }
1 1

0 0 .
n n

i i
i i

Ch Chς ς δ
= =

⎧ ⎫≠ ≤ ≠ ≤⎨ ⎬
⎩ ⎭
∑ ∑             ………………………………(4) 

Hence, for  n  large enough, by (3), (4) and Lemma 3.10, we have 

1

1 1

1 1

1 1

2

1 2

1 1 2

1 1 2

1 1 0

.
2

n

i
i

n n

i i
i i

n n

i i
i i

n n

i i
i i

Ch e
n

Ch e
n n

Ch e
n n

Ch e
n n

M

ξ ε

η ς ε

η ς ε

η ε ς

δ δ
ε

=

= =

= =

= =

⎧ ⎫
− ≥⎨ ⎬

⎩ ⎭
⎧ ⎫

= + − ≥⎨ ⎬
⎩ ⎭
⎧ ⎫⎛ ⎞⎪ ⎪≤ − + ≥⎨ ⎬⎜ ⎟
⎪ ⎪⎝ ⎠⎩ ⎭
⎧ ⎫ ⎛ ⎞

≤ − ≥ + ≠⎨ ⎬ ⎜ ⎟
⎩ ⎭ ⎝ ⎠

≤ +

∑

∑ ∑

∑ ∑

∑ ∑

 

Note that  δ  is arbitrary in the definition given above. Then we can have 
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{ }

1

20

0 lim

1lim

lim
12
2

0

nn

n

in i

Ch S e

Ch e
n

M
δ

ε

ξ ε

δ δ
ε

→∞

→∞
=

→

≤ − ≥

⎧ ⎫
= − ≥⎨ ⎬

⎩ ⎭
⎛ ⎞
⎜ ⎟
⎜ ⎟≤ +
⎜ ⎟⎛ ⎞
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
=

∑

 

for any given 0ε > . 

The theorem is proved. 

4      Conclusion 

In this paper, the WLLN for hybrid variables based on chance measure was 
proved. We would like to emphasize that the result obtained quite similar to the 
WLLN for random variables based on probability. We take advantage of hybrid 
variables based on chance measure to develop our theory. In future research, we 
will be interested in applications of the WLLN for hybrid variables based on 
chance measure, such as, the analytic hierarchy process with hybrid variables [31], 
the routing algorithm with hybrid variables [32], the water delivery optimization 
with hybrid variables [33].  
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