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Abstract 

     Spiking neural network (SNN) is considered as the third generation of 
artificial neural networks. Although there are many models of SNN, 
Evolving Spiking Neural Network (ESNN) is widely used in many recent 
research works. Evolutionary algorithms (EAs) have been used to optimize 
the ESNN, which has been used to solve the learning problems. In this 
paper, the differential evolution (DE) - as one of EAs- is used to determine 
the optimal number of pre-synaptic neurons for a given dataset which is 
required before the ESNN structure. This number of pre-synaptic neurons 
is deemed the complexity of ESNN. Five standard datasets from the UCI 
machine learning are used for evaluating the performance of this hybrid 
model. The experimental results have proved that the hybrid of Differential 
Evolution with Evolving Spiking Neural Network (DE-ESNN) gives 
promising results in terms of accuracy and complexity.  

     Keywords Spiking neural network, Evolving spiking neural networks ,pre-
synaptic neurons, Differential Evolution, Evolutionary algorithms. 

1      Introduction 

Artificial neural network (ANN) is one of the most common artificial intelligent 

techniques in machine learning for solving classification problem[1]. There are 
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three generations in ANN: binary networks, real-valued networks and spiking 

neural network (SNN). In spite of being computationally stronger than classic 

neural, SNN still suffer from the lack of research. There are many models for 

SNN depending on their abstraction level. The two popular types of models are 

the conductance and threshold models[2]. The first type “conductance” is 

invented by Hodgkin and Huxley, the two winners of Nobel Prize. This model 

was reduced by Izhikevich who created two equations. The second type 

“threshold fire” models which represent the high abstraction level are leaky 

integrate and fire model (LIF) and spike response model (SRM). In addition, there 

are new models of SNN like Evolving spiking neural network (ESNN) which is 

used in this paper. ESNN architecture was proposed by Wysoski et al.  [3] based 

on evolving model described by Kasabov [4].  

Among the many real issues that needs to be explored in ESNN, determining the 

optimal number of pre-synaptic neurons for a given data set is the most important 

one [5, 6]. Numbers of pre-synaptic neurons which are required before the ESNN 

structure can be constructed. This problem is similar to identifying the number of 

hidden nodes in  Multilayer Perceptron  (MLP). Lower number of pre-synaptic 

neurons causes less input spikes generated and subsequently may affect learning 

accuracy, while higher number increases computational time. Another real issue 

of the ESNN is the achieving optimization balance between the accuracy and the 

complexity.  

The major advantage of using EAs is its ability to adapt itself to a varying 

environment [7]. It is very common to use  DE optimizer in  many classification 

models like artificial neural network[8, 9],  Wavelet Neural Network[10] and 

support vector machine ( SVM) [11]. However, DE has not applied yet for ESNN 

to optimize pre-synaptic neurons.  

The remaining parts of this paper are organized as follows: Evolving Spiking 

Neural Network is presented in section 2, Differential Evolution is discussed in 

section 3, section 4 explain in details the methodology used in this paper, section 

5 elucidates the experimental results, and finally, section 6 concludes the paper 

with future works. 

2      Evolving Spiking Neural Network 

Nowadays, there are many attempts to improve new models of SNN. Wysoski 

improved one of these new models was called evolving Spiking neural 

network[12]. It is the model that has been used in this paper. This model has been 

created based on two principles: possibility of creation new classes and merging 

for the same similarities. The encoding method which is used for SNN is the 

population as explained in [13].The firing times can be calculated which represent 

the input neuron e using the intersection of Gaussian function. The centre is 

calculated using Equation (1) and the width is computed using Equation (2) with 
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the variable interval of [Emin, Emax]. The parameter β controls the width of each 

Gaussian receptive field. 

 

 

Algorithm 1. ESNN Training Algorithm[14] 

 

step 1: Encode input sample into firing time of pre-

synaptic neuron f 

step 2: Initialize neuron repository R  

step 3: Set ESNN parameters Mod = [0,1], C = [0,1] 

and Sim = [0,1] 

step 4: for all input sample e belong to the same output 

class do 

step 5: Set weight for all pre-synaptic neuron where: 

 
step 6: Calculate 

 

 
 

step 7: Get PSP threshold value θ=  

step 8: if the trained weight vector <= Sim of trained 

weight in R then 

step 9: Merge weight and threshold value with most 

similar neuron 

step 10:      

step 11:  

where N is number of merge before 

step 12: else 

step 13: Add new neuron to output neuron repository R 

step 14: end if 

step 15: end for (Repeat to all input samples for other 

output class) 

 

 

min max min
(2* 3) / 2*( ) / ( 2) (1)R E e E E M= + − − −

                        

max min
1/ ( ) / ( 2) 1 2 (2)E E M whereσ = β − − ≤ β ≤
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Thorpe model [15] is similar to the Fast Integrate and Fire Model used in this 

paper. Thorpe's model shows that the earliest spikes received by a neuron will get 

a better weight depending on the later spikes. When the Post-Synaptic Potential 

(PSP) exceeds the threshold value, it will fire and becomes disabled. The 

computation of PSP of neuron e is presented in Equation 3, 

( )

0

*

(3)
order f
e

if fired

e
wfe Mod else

µ ={
∑

               

Where feW  is the weight of pre-synaptic neuron f; ( )forder

eMod  is a parameter 

called modulation factor with an interval of [0,1] and order (f) represents the rank 

of spike emitted by the neuron. The order (f) starts with 0 if it spikes first among 

all pre-synaptic neuron and increases according to the firing time. In the One-pass 

Learning algorithm, each training sample creates a new output neuron. ESNN 

training steps can be understood from algorithm 1 as illustrated below. More 

details about the model ESNN are  in [16].  

 

3      Differential Evolution  

Differential Evolution (DE) is  one of the most powerful tools of global 

optimization in evolutionary algorithms[17]. Compared to some other competitive 

optimizers, DE has  several strong advantages : much more simple to implement , 

much better performance, very few control parameters and  low space complexity 

[18] . Besides that, DE is good at exploring the search Space and locating the 

region of the global minimum [19]. Another advantage, DE won a higher position 

on a real-valued function test suite due its manner in using  the distance and 

direction information from the current population to guide the further search[20]. 

Many practical problems have objective functions that are non differentiable, non-

continuous, non-linear, noisy or have many local minima, constraints or 

stochastic. Such problems are difficult, if not impossible to solve analytically. As 

a good point, DE can be used to find approximate solutions to such problems. 

According to Ilonen, Kamarainen et al. [21], DE has been introduced and applied 

successfully in many artificial and real optimization problems and also for  feed 

forward neural network training. DE which belongs to the evolutionary algorithms 

uses three steps: mutation, crossover and selection. In the initialization, a 

population of individual candidates, each of dimension Nvariables (number of 

decision variable in the optimization problem), is randomly generated over the 

feasible region. A typical value of an individual is about 5-10 times Nvariables to 

ensure DE has enough in to work with. The fitness of each individual candidate is 

evaluated. Out of these individual candidates, one of them is randomly selected as 

the target candidate. Differential evolution algorithm contains three parameters: 

mutation constant F, crossover constant CR, and size of population Nindividuals.  

The rest of the parameters are.  
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1. Dimension of problem Nvariables that scales the difficulty of the optimization 

task.  

2. Maximum number of iterations T_MAX, which serves as a stopping condition.  

3. Low and high boundary constraints, LOWER and UPPER, respectively that  

limit the feasible area.  

 

 

Fig. 1 illustrates the flowchart of DE training. More details can be found in [22]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

DE operations: Mutation, crossover and selection can be explained as below: 
 

Fig.1 The flowchart for training Differential Evolution (DE) 

 

Do the essential steps: mutation , crossover, and selection. 

Start 

End 

Set value of DE parameter: individuals, F , CR and  Maximum of Iteration 

Create initial population &Evaluate the fitness Function value of each of them 

Stopping when met 

maximum iterations  

NO 

Yes 
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3.1. Mutation  

 

For each target individual 
t

ijX  , a mutant vector v is generated according to  

 

 
1

1 2 3.( ) (4)t t t t

i r r rV X F X X
+ = + −

  

The r1,r2 and r3 are randomly chosen indexes and r1 ,r2,r3 [ 1,2,….., Nindividuals ]. 

F is a real number to control the amplification of the difference vector    

2 3( )t t

r r
X X−  Range of F is in [0, 1] 0<F<=1 

 

3.2. Crossover  

The target individual candidate is mixed with the mutated vector, using the 

following scheme, to yield the trial vector u. 

 
1

1

, ( ) ( )1

, ( ) ( )
{ (5)

t
ij

t
ij

v rand j CR or j randn it

ij x rand j CR or j randn i
u

+

+

 ≤       =+

≤       ≠
=   

where j=1,2,….., Nvariables, rand ( j ) ∈ [0,1] is the jth evolution of a uniform 

random generator number∈  r. CR∈  [ 0,1 ] is the crossover probability constant 

,which has to be determined previously by the user  rand ( i ) 1t

i
v

+  ( 1, 2,…. 

Nvariables ) is a randomly chosen index which ensures that 
1t

i
u

+

 Gets at least one 

element from 
1t

i
u

+

 .Otherwise , no new parent candidate would be produced and the 

population would not alter  

 

3.3. Selection  

DE adopts greedy selection strategy. If and only if, the trial candidate 
1t

i
u

+

yields a 

better fitness function value than 
t

i
x

then
1t

i
u

+

is set to .Otherwise, the old value is 
t

i
x

retained. 

 

4. The Proposed Hybridization of DE-ESNN 

 

Hybridization of EAs is being trendy due to their abilities in handling several real 

world problems[23] . The purpose of hybridization is to leverage the best function 

from each component of the hybrid[24]. In this work, we propose a hybrid DE 

approach, called DE-ESNN, which combines DE with ESNN. The integrated 
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structure of DE and ESNN is created to optimize the pre-synaptic parameter 

which affects the accuracy of ESNN model. All candidates are initialized with 

random value and consequently act together based on classification accuracy. In 

other words, All input samples will be encoded into spikes and pass through 

ESNN model to find the current fitness explained in algorithm1.This process of 

searching the best pre-synaptic neurons has been conducted by updating DE 

candidates until meeting the maximum number of iterations. The methodology for 

training of hybrid of (DE-ESNN) is presented (see Fig. 2).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The methodology is created through three phases: data preparation, normalization 

of data, learning phase. 

 

4.1 Data Preparation 

Five standard datasets were downloaded from the machine learning benchmark 

repository (http://www.ics.uci.edu/~mlearn/MLRepository.html).  

The  first dataset is the Iris dataset .This dataset is a multi-class problem and has 

been one of the most widely used datasets in the literature of pattern recognition 

[25]. There are 150 patterns with four attributes/inputs and three output classes.  

The second dataset is the Breast Cancer Dataset. The cancer problem aims to 

diagnose breast cancer in patients by classifying a tumor as benign or 

Fig .2 The Process of hybrid DE-ESNN Learning 
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malignant[26]. It contains 699 instances with nine attributes/inputs and two output 

classes (benign or malignant).  

 

The third data set is the Hepatitis Dataset. The problem of hepatitis is a complex 

and noisy data as it contains a large number of missing data. The learning task is 

to predict whether a patient with hepatitis will live or die. It contains 155 

examples. There are nineteen attributes/inputs and two output classes (live or die). 

The fourth dataset used is the ionosphere dataset and it also has been taken from 

the UCI repository[27] . The dataset comprises of 351 instances having 34 

attributes each, where every instance shows radar returns classified as good and 

bad.  

 

The fifth dataset is heart which forecast the presence or absence of heart disease 

given the results of various medical tests carried out on a patient. It contains 303 

patterns of which 139 are positive instances and 164 are negative instances.  
 

4.2 Data Normalization  

The data should be undergone some pre-processing to become suitable for 

training. In this paper, both training and testing datasets are normalized into the 

range [0, 1] by applying Equation (6). 

 

min
(6)

max min

m

m m

m
m

−
=

−
  

 

Where m is the original value of attribute, m   is the normalized value of attribute, 

and  max
m

 and min
m

 is the maximum and minimum values of attribute m. 

 

4.3 The Learning Phase of the Proposed DE-ESNN 

 

Initially, the prepared datasets are divided randomly into training data and testing. 

Subsequently, once the dataset is prepared and normalized, the novel hybrid 

algorithm   DE-ESNN is trained depending on the finalized dataset to classify the 

dataset into their classes. The training process of ESNN is explained above in 

algorithm 1 and the training process of the hybrid DE-ESNN is explained in 

algorithm 2. There are many important parameters which can control the result of 

training in ESNN. The value of Modulation factor (Mod) , the threshold parameter 

and the value of neuron similarity (Sim)  should be between 0 and 1.  The selected 

values through many experiments for these parameters are indicated in Table 1 
 

 

 



  

 

 

9                                              A Novel hybrid of Differential evolution with ESNN                   

 

 

 

 

Parameter 
Normal 

Range 

Iris  

data set 

Breast cancer 

dataset 

Hepatitis 

Dataset 

Heart 

Dataset 

Ionosphere 

Dataset 

Mod 0-1 0.9 0.9 0.9 0.9 0.9 

Sim 0-1 0.1 0.1 0.1 0.1 0.1 

Threshold 0-1 0.75 0.1 0.45 0.75 0.75 
 

Moreover, DE has at the same time another parameters. According to [28], the 

selected values for DE parameters  are shown in table 2  
 

 

 

Parameter Description 
Selected 

values 

F (Mutation) constant 0.9 

CR Crossover constant 0.8 

Nindividuals Size of population 20 

Nvariables Dimensionality of problem 2 

T_MAX Maximal number of iterations 1000 
 

 

Our proposed approach DE-ESNN is described in Algorithm 2. DE-ESNN works 

when each candidate holds the pre-synaptic neuron value. This value is considered 

as a candidate’s vector value. Updating the candidate’s vector value means 

updating the pre-synaptic neuron value. The process begins by initializing the 

population and all candidates’ vector values with random values. Then, in every 

iteration, all candidates’ vector values are updated based on adding weighted 

difference of two vectors to third, mixing new candidate’s vector with target 

vector to yield trial vector. Finally, Replacing target vector with trial vector if 

latter is strictly superior .This updating process is repeated in every iteration until 

stopping criteria is met, for example a desired fitness value or a maximum number 

of iterations. The training process continues until satisfactory fitness is achieved 

by the best candidate vector value. When the training ends, the values are used to 

calculate the classification accuracy for the training patterns. The same set of 

values is used then to test ESNN using the test patterns 

 

 

 

 

 

Table 1:  Selected values of parameters in ESNN 

Table 2:  Selected values of parameters in DE 
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Algorithm 2. DE-ESNN Training Algorithm 

step1: Initialize  candidates  

Step2: Read data set 

Step3: Set ESNN parameters Mod = [0,1], C = [0,1] 

and Sim = [0,1] 

Step 4: Initialize neuron repository R  

Step5: for Every candidate do 

Step6: Encode spikes by Gaussian formula  into firing 

time of pre-synaptic neuron f 

Step7: for all input sample e belong to the same output 

class do 

Step8: Set weight for all pre-synaptic neuron where: 
( )order f

e
wf Mod=   

Step9: Calculate 

 ( )
max( ) *

order f

ePSP e wfe Mod=∑   

Step 10: Get PSP threshold value 

max( ) *
e

PSP cθ =   

  

Step 11: if the trained weight vector <= Sim of trained 

weight in R then 

Step 12: Merge weight and threshold value with most 

similar neuron 

Step 13: 

( ) *

1

w new w N
w

N

+
=

+
  

Step 14: 

( ) *

1

new N

N

θ θ
θ

+
=

+
  

where N is number of merge before 

Step 15: else 

Step 16: Add new neuron to output neuron repository 

R 

Step 17: end if 

Step 18: end for (Repeat to all input samples for other 

output class) 

Step19: calculate fitness 

Step20: Update DE individuals 

Step21: Do the same processes (6-20) for all iterations 

Step22: Do testing according the best fitness value 

Step23: end  
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5. Results and Discussion 

 

           This section presents the results of the novel hybrid DE-ESNN and its 

comparative study with ESNN and BPNN. The experiments are conducted using 

iris, breast cancer, hepatitis, heart and ionosphere datasets. All experiments are 

based on ten runs. The results of comparison have been analyzed based on their 

classification performance. Table 3 shows the results of comparison of DE-ESNN, 

ESNN and BPNN for all chosen datasets in both training and testing data. As it 

can be seen, the results reported have demonstrated better accuracy of DE-ESNN 

in the training phase for all datasets except breast cancer. In addition, the findings 

show that the accuracy of DE-ESNN in the testing phase has yielded better 

performance for iris, heart and ionosphere datasets. However, the accuracy of DE-

ESNN is not convincing in the rest datasets with values of 91.18 % for breast 

cancer and 51.61% for Hepatitis because the number of attributes and instances 

are a lot.  Moreover, as illustrated in Table 3, testing accuracy values signify that 

DE-ESNN has resulted in better convergence, compared to ESNN and BPNN for 

iris, heart and ionosphere datasets and less in other datasets depending on the 

nature of their distribution.    
 

 

 

 

The dataset Algorithm 

Classification accuracy 

Training set% Testing set% 

Iris data set 

DE-ESNN 99.17 93.33 

ESNN 94.17 90.00 

BPNN 90 86 

Breast cancer 

DE-ESNN 97.62 91.18 

ESNN 99.42 98.24 

BPNN 95.43 96.32 

Hepatitis 

DE-ESNN 88.7 51.61 

ESNN 100 84.21 

BPNN 78.23 54.84 

Heart 

DE-ESNN 97.47 62.71 

ESNN 68.49 52.54 

BPNN 75.10 61.3 

Ionosphere 
DE-ESNN 96.08 71.43 

ESNN 93.24 70.00 

 BPNN 95 68 
 

 

It can be clarified that Fig.3 illustrates the result of the hybrid DE-ESNN for the 

optimal number of pre-synaptic neurons for all datasets. It is clear that for each 

Table 3:  Classification Accuracy of Chosen Datasets 
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dataset, differential evolution search for the optimum number of pre-synaptic 

depending on the best fitness accuracy. Fig .3 demonstrates the movement of 

searching the best values for the pre-synaptic neurons in achieving the best 

accuracy.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From the plot in Fig .3, this curve started to leap in a very fast way starting from 

the second iteration for hepatitis dataset with an accuracy of 85.483871. 

Moreover, the same scenario also occurs for ionosphere dataset in the first four 

iterations with an accuracy of 94.3038 and eight iterations for cancer dataset with 

Fig .3 The optimum pre-synaptic and accuracy for all datasets 
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an accuracy of 99.452555. Similarly, iris datasets generate 45 iterations with an 

accuracy of 95.57522, and 47 iterations for heart datasets with an accuracy of 

96.62921.  

 

It can be noticed clearly that the range of the optimum pre-synaptic neurons is 

between 22 and 27 neurons   for   four datasets from the fifth selected datasets. 

This means that the best accuracy results can be founded when we select the value 

of pre-synaptic neurons. The optimum value of pre-synaptic for ionosphere 

dataset was 10.  

6. Conclusion and Future Works 

 

In this paper, a novel hybrid DE-ESNN was proposed to find out the optimal 

number of pre-synaptic neurons for a given dataset which is required before the 

structure of ESNN. A comparative study has been done between DE-ESNN, 

ESNN and BPNN to show the effectiveness of DE-ESNN. All DE-ESNN , ESNN 

and BPNN have been used to perform the classification on five standard data sets. 

The results show that DE-ESNN is capable to classify data set with accuracy 

better mostly than the ESNN and BPNN algorithm. The accuracy of ESNN in 

testing phase gave promising results compared to the accuracy in ESNN and 

BPNN. Moreover, DE-ESNN found out the optimum pre-synaptic before 

structure of ESNN which is considered as the complexity. Hybridization of a 

multi differential evolution MODE-ESNN with an ESNN algorithm may be a 

good topic to be explored to get more results. In our future work, we will conduct 

the statistical tests to further validate the significant of the above findings. 
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