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Abstract

This paper aims to sentiment analysis users evaluate products using lexical
analysis method combined with machine learning. This study analyze the
emotions of users through analyzing their comments and evaluations for
information posted or shared about services and products at the Explorascience
QuyNhon. The first we retrieve the data of the user's product review comments
and then build a Vietnamese emotional dictionary using vocabulary-based
methods by calculating the semantic value of words or phrases in documents,
finally, using a machine learning model to analyze and evaluate emotions with
two problems: classifying sentences with feelings or without emotions and
classifying sentences with positive or negative emotions. With input is a set of
raw Vietnamese comments of users our methods will return outputs are
Vietnamese comments which have been classified into three categories: without,
positive or negative emotions. The input data will be a set of Vietnamese
comments that are then evaluated and then put into processing Vietnamese
errors with accents, processing emoticons, processing stop words collectively
referred to as preprocessing. After the preprocessing has been standardized, the
system begins to extract the characteristics of each sentence based on the emotion
dictionary and the factors affecting the emotions in the sentence. From the
characteristics obtained, subjective classification and emotional classification of
comment sets to finally output the set of comments are classified into three
categories: without emotions, with positive emotions or with negative emotions by
machine learning model.

Keywords: Sentiment analysis, lexical analysis, machine learning, classifying
sentences, sentiment classifying.

1 Introduction

With the growth of social media on the Internet such as forums, blogs, Facebook, Google
plus, Twitter, Instagram; and social networks are increasingly influential not only with

Received 5 May 2023; Accepted 5 July 2023


mailto:hovanlam@qnu.edu.vn
about:blank
mailto:thstranxuanviet@gmail.com
mailto:nguyenngocdung@qnu.edu.vn
mailto:hothitrang@mail.tku.edu.vn

Van Lam Ho et al. 308

businesses but also with society as a whole; so emotion analysis has developed rapidly
and become the main field of study in natural language processing and applied to every
fields in the real world and at the Explorascience QuyNhon is a case study. Besides,
machine learning is a field of Artificial Intelligence, which is a technique that helps
computers learn on their own without setting up decision rules. Normally, a computer
program needs rules to be able to execute a certain task, but with machine learning,
computers can automatically execute the task upon receiving input data. In other words,
machine learning means that computers can think on their own like humans. Another
approach argues that machine learning is a method of drawing lines that represents the
relationship of a data set 2.

In this paper, we have combined word analysis in natural language processing with
machine learning models 3 to solve the problem of detecting users' emotions through
analyzing their comments and reviews for information posted or shared about the
services, products at the Scientific Discovery Center.

To carry out this work, we collect data, process data and build a Viethamese Emotion
Dictionary to calculate the semantic value of words or phrases in the document, calculate
semantic values based on a set of words and their semantic values and are called words
emotional dictionary.

Currently, there is no officially published emotional dictionary for Vietnamese. We used
the English emotional dictionary SO-CAL (Dictionaries for the Semantic Orientation
CALculator) by Maite Taboada # and translated it into Vietnamese. The SO-CAL
Emotional Dictionary ° has about 6600 words divided into five small dictionaries: noun
dictionary, verb dictionary, adjective dictionary, verb dictionary and intensifier. Each
dictionary includes a list of emotional words and accompanying SO values.

Based on the constructed emotion dictionary, we build machine learning models ° to the
analysis of emotional evaluation relies on comments by classifying sentences with or
without emotions and classifying sentences with positive or negative emotions.

To categorize whether a sentence contains emotions or not emotions (often referred to as
subjective classification) is a problem that a sentence when written or spoken will
usually have a certain speaking purpose: narrative (used to describe, tell or introduce a
thing or thing), questioning (used to ask), asking (used to suggest, ask), exclamation
(used to express emotions), ... so categorizing the purpose of the sentence would make
subjective categorization easier and more accurate.

If the sentence contains only ordinary words that do not carry emotions and words that
carry positive or negative emotions, then the classification of emotions will be easily
solved. However, in practice, sentences also have negation words, words that increase the
level of semantics (amplifiers), words that reduce the level of semantics (Downtoners),
verbs that are defective,... and assessing the effect of these words on the emotions in the
sentence, their combination with the emotional words in the sentence so that the most
accurate conclusion is whether the sentence carries negative or positive emotions is also
studied in this paper.

The remainder of this paper is organised as following. Section 2 introduces the job to
construct the Vietnamese Emotion Dictionary using a vocabulary-based method by
calculating the semantic value of words or phrases in a document. Section 3 show
algorithm uising to build machine learning models to the analysis of emotional
evaluation. The experimental results of using lexical analysis method combined with
machine learning are described in Section 4. Section 5 is conclusion of the paper.
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2 Construct The Vietnamese Emotion Dictionary

The SO-CAL dictionary # includes 5 small dictionaries: noun, verb, adjective, adverb and
reinforcement dictionary. The number of words in the dictionary of nouns, verbs,
adjectives and adverbs is 1142 words, 903 words, 2252 words, 745 words, respectively,
and with each word is accompanied by an integer representing the corresponding SO
value in the dictionary, ranges from -5 for every negative to +5 for very positive and
none of the words have a SO value of 0. The words in this dictionary are taken from a
variety of sources and the 3 biggest are:

Epinions 1: a collection of 400 texts on 8 different topics: books, cars, computers,
cookware, hotels, movies, music, and phones, and equally divided into negative half and
half positive. A subset of 100 texts containing 2000 movie comments in the Polarity
dataset (Pang, Lee, and Vaithyanathan 2002; Pang and Lee 2004, 2005).

Positive and negative words from the General Inquirer dictionary (Stone et al. 1966;
Stone 1997). The enhanced word dictionary includes more than 200 words divided into 2
categories: words that increase the level of semantics (amplifiers) and those that reduce
the level of semantics (downtoners).

Table 1. Some Enhanced Words

Enhanced Words Level
English Vietnamese

Slightly Hoi -0.5
somewhat mot chat -0.3
Pretty Kha -0.1
Really that su +0.15
Very rat +0.25
extraordinarily cuc ky +0.5
(the) most nhat +1

For example: The word “sleazy” has an SO value of -3, then “pretty sleazy” (quite
sleazy) has an SO value of -3*(1 — 0.1) = -2.7. The word "excellent" has an SO value of
5, then "most excellent™ has an SO value of 5* (1 + 1) = 10.

In with negative words are divided into 2 types: Switch negation words such as not (no),
never (never), nobody (nobody),... simply reverses the polarity of a word or, more
simply, changes the sign of the value. SO of the word.

For example: “Good” has an SO value of +3, then “not good” has an SO value of -3.

Shift negation: If using Switch negation, “excellent” will have an SO value of 5, “not
excellent” will have an SO value of -5. Similarly "not good" will have SO value of -3. In
fact, “not excellent” will have a more positive emotion than “not good”. To avoid that,
Shift negation will change the SO value of the negation to match reality.

For example: Cruise is not good (emotional value: 4 - 4 = 0), but | must admit he is not
mean (emotional value: -3 + 4 = 1).

Compare the performance of different dictionaries with SO-CAL dictionaries, we have
the Table 2 performance comparison table of different dictionaries with SO-CAL
dictionary.

Table 2. Performance comparison table of different dictionaries with SO-CAL
dictionary
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Dictionary Performance on test suite
Epinion1 Epinion2 Movie Camera Overall

Google-Full 62.00 58.50 66.31 61.25 62.98
Google-Basic 53.25 53.50 67.42 51.40 59.25
Maryland-Full-NowW  58.00 63.75 67.42 59.46 62.65
Maryland-Basic 56.50 56.00 62.26 53.79 58.16
General Inquirer-Full ~ 68.00 70.50 64.21 72.33 68.02
General Inquirer-Basic 62.50 59.00 65.68 63.87 64.23
SentiWordNet-Full 66.50 66.50 61.89 67.00 65.02
SentiWordNet-Basic ~ 59.25 62.50 62.89 59.92 61.47
Subjective-Full 72.75 71.75 65.42 77.21 72.04
Subjective-Basic 64.75 63.50 68.63 64.83 66.51
SO-CAL-Full 80.25 80.00 76.37 80.16 78.74
SO-CAL-Basic 65.50 65.25 68.05 64.70 66.04

To translate the SO-CAL English dictionary, we used a combination of Viettien
Dictionary and Google Translate.

Viettien Dictionary was first published by Nguyen Viet Khoa - Institute of Foreign
Languages, Hanoi University of Science and Technology in August 2010 and the latest
update as of March 2015 is version v4.0b published by Viettien Dictionary in July 2014
on the Mac OS platform is also the version that | use. As of July 2014, Viettien's English-
Vietnamese dictionary has more than 390,000 words and Google Translate: This service
has supported most languages in the world, including Vietnamese. The initial translation
quality of Google Translate is not good. But because it is equipped with an interactive
feature that helps people to change the meaning of the word to the best fit, the quality has
improved. Google's translation speed is very good compared to other similar online
services for Vietnamese and especially in the ability to translate long texts.

The dictionary translation process is performed sequentially from the beginning to the
end of each dictionary in the SO-CAL dictionary. Cases occurring during translation:

An English word has only one Vietnamese meaning: we will add the Vietnamese
meaning and emotional value of the word to the SO-CAL Vietnamese dictionary.

For example: The phrase “mega-star” (+3) is translated into Vietnamese as “super star”
(+3). The phrase “queen-sized” (+3) is translated into Vietnamese as “large size” (+3).

An English word with many Vietnamese meanings: we will choose the most commonly
used and concise Vietnamese meaning to add to the SO-CAL Vietnamese dictionary. If
in the remaining meanings there is a short meaning and is synonymous with the
previously selected meaning, we also add that meaning to the SO-CAL Vietnamese
dictionary. The selected meanings are usually short from one to three words and after
being added to the SO-CAL Vietnamese emotional dictionary, they will retain the
emotional value of the English words translated in the SO dictionary CAL English.

For example: The word “exceptional” (+5) is translated into Vietnamese as “excellent”
(+5) and “outstanding” (+5). The word “glorious” is translated into Vietnamese as “vé
vang” ( +5) and “vinh quang” (+5).

An English word or phrase that is not in the English-Vietnamese dictionary or is a
combination of many words leading to a Vietnamese meaning that is too long: When
there is an English word that is not in both of the above English-Vietnamese dictionaries
then we will skip that English word. And when we encounter an English word or phrase



311 Sentiment analysis by lexical analysis combined with machine learning

that is combined by many words leading to a Vietnamese meaning that is too long, we
will try to shorten their meaning as short as possible. If that doesn't work, I'll omit the
word or phrase.

For example: The word ‘“ritz-carlton” is not in both English-Vietnamese dictionaries
above, so we omitted this phrase. The word “all-too-rare” translated as “tat ca qua hiém”
was too long, so we omitted this phrase. The word “well-fitting” (+4) was translated into
Vietnamese as “fit” (+4).)

Added Vietnamese word or phrase already in SO-CAL Vietnamese dictionary: When
there is an added Vietnamese word or phrase already in SO-CAL Vietnamese dictionary,
we will remove that word.

For example: The word “perfect” means “perfect” but it has the word “impeccable”
which is translated as “perfect ” first. So the phrase "perfect" of the word "perfect" is not
added to the SO-CAL Vietnamese dictionary anymore.

In addition, to match the Vietnamese grammar and the concise writing of the comments
on social networks, we added some words and phrases with fewer words but still
synonymous with the words or phrases in the list. SO-CAL Vietnamese dictionary.

For example: we see that the word “may” has fewer words but is still synonymous with
the word “luck” (+2), so we add the word “may” (+2) to the SO-CAL Vietnamese
dictionary.

After translating the SO-CAL English dictionary into Vietnamese, we obtained the SO-
CAL Vietnamese dictionary including 5 small dictionaries: Noun dictionary (1544
words), verb dictionary ( 1105 words), adjective dictionary (2357 words), adverb
dictionary (749 words) and intensifier dictionary (185 words).

Table 3. Some words in SO-CAL Vietnamese dictionary

Noun Emotional value
hoan hao 5
long 13y 4
chién thang 3
phudc lanh 2
doc lap 1
toi pham -1
diém yéu -2
tai wong -3
tham hoa -4
Ky quai -5

Verb Emotional value
ton kinh 4
hoan hi 4
thanh cong 3
sang tao 2
Tang 1
vui dap -1
xau ho -2
nguyén rua -3
Ghét -4
ghé tom -5

Adjective Emotional value
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tuyét voi 5
cao cap 4
bé ich 3
chat ché 2
hop ly 1
cl -1
dan don -2
ban -3
tai hai -4
tham khéc -5
Adverb Emotional value
tha vi 5
huy hoang 4
gioi 3
troi 2
sach 1
ky quac -1
thd -2
kém coi -3
tan bao -4
khiép -5
Intensifier Emotional value
it -1.5
chut it -0.9
hoi -0.5
kha -0.2
chic 0.2
siéu 0.4
hoan toan 0.5
nhét 1

3 Machine Learning Model
3.1 The overall model

- Input: The raw Vietnamese user comments.

- Emotion analysis system: Preprocessing, feature extraction, subjective classification
and Emotions classification.

- Output: The Vietnamese comments after being analyzed by the emotion analysis system
are categorized into three types: No emotion, positive emotion, and negative emotion.
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» Preprocessing Emotions

classification

The user's Input l 1 Output Dataset oi_‘
» comments 1
order to analyze

Feature Subjective

extraction classification

First, the input data is a set of raw Vietnamese comments. These comments are
considered "raw" because before they can be used, we need to address several issues such
as handling Vietnamese diacritics, processing emoticons, dealing with stop words, etc.,
collectively known as preprocessing. After the preprocessing stage, we obtain a set of
standardized comments. The system then starts extracting features from each sentence
based on the emotion dictionary and factors influencing emotions in the sentence. Using
these extracted features, subjective classification and emotion classification of the
comment set are performed, ultimately resulting in a set of comments categorized into
three types: no emotion, positive emotion, and negative emotion.

3.2 Subjective Classification Model

Subjective classification is a necessary first step to emotional analysis. In this part, the
work to be done is to evaluate and classify the data after preprocessing into 2 classes:
subjective class and objective class.

The subjective classification is mainly based on the matching method with the emotional
dictionary. Therefore, we choose the word matching method with SO-CAL emotion
dictionary. A subjective (emotional) sentence usually has an emotional word.

For example: “The blue house” is an objective sentence because it has no emotional
words in it. “Beautiful house” is a subjective sentence because it has the emotional word
“beautiful”.

This is the most basic and simplest method for classifying a sentence as subjective or
objective " & Accordingly, the selection of the best features to evaluate subjective
sentences is studied to get optimal results.

Beside, we have there exceptions such as:

Sentence classification method based on emotional words is the main method to classify
subjective sentences. However, the level of accuracy is not high because there are
exceptions, which are cases where sentences contain words that contain emotions but do
not express emotions. Specifically, they are interrogative and conditional sentences.

Interrogative Sentences: The basic feature of interrogative sentences is that they often
contain the words "what", "how", “why". These sentences even have words containing

emotions, but they are still sentences without emotions.

For example: “Why are you wearing such unrefined clothes?” It is a question and has no
emotion. Although the sentence contains the word "subtle” emotion, in fact this sentence
has no emotion at all. It is just a question that the speaker asks the listener to answer.
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Conditional sentences: The characteristic of conditional sentences is that there are often

words: “if...then...”, “if only...then...”... In both cases, the sentences contain no
emotion even though they contain emotional words.

For example: “If it rains tomorrow, I will be very sad.”. In the sentence with the word
"very sad" the SO value is (-2)*(1+0.2) = (-2.4) but the above sentence is unlikely to take
place in reality, but only the speaker's speculation. It may rain tomorrow, but the speaker
is not necessarily sad. So the sentence will have no emotion.

"If you study well, I will let you play.” In the sentence with the word "good", the SO
value is (+3) but the above event did not happen. So the sentence above will have no
emotion.

In addition to the cases above, we have noticed that a sentence contains emotions if it is a
long sentence. Usually, short sentences are just nouns (people, things, places, etc.), verbs
or adverbs, and these sentences usually don't contain emotions. When the speaker has
intended to express a long sentence, most will put an emotional element in it. However,
assessing how long a sentence is long enough and emotional requires more
experimentation and separate studies on this issue. Within the scope of the thesis, we
choose the value of 5 word units as a landmark for a long and short sentence.

From the tagger file and the Vietnamese SO-CAL dictionary, we extract features to
evaluate a sentence with or without emotion, we choose the following features:

Feature number 1: The number of words in the sentence is the number of words in a
sentence also shows the feelings that the speaker and writer want to express to the
listeners and readers. If the word count is normally large that would be an emotional
sentence because the speaker, the writer has invested a considerable amount of effort and
is clearly interested in the topic in question. On the contrary, if the number of words is
too small, it may be a noun for people, things, etc.

Features No. 2, 3, 4 and 5: the total emotional value of the words: adjectives, adverbs,
nouns and verbs in the sentence. The emotional value in the sentence depends on the
word type and the emotional value of that word is matched with the SO-CAL Vietnamese
dictionary. We found that the emotional value in a sentence mainly depends on the
following types of words: adverbs, adjectives, nouns and verbs. Accordingly,
corresponding to the total emotional value of each type of word we choose into a feature.

The total emotional value of the adverb in the sentence. After being labeled, the adverb
tags are checked and matched with the adverb dictionary in the SO-CAL Vietnamese
dictionary. If they are the same, this value is added to the total adverb emo value. If there
is no adverb or dictionary matching in the sentence, this value defaults to 0.

Exactly the same for adjectives, nouns and verbs. These word tags match the
corresponding dictionary in the Vietnamese SO-CAL dictionary. If there are no matches
or the sentence does not contain these word types, the default value will be 0.

Feature number 6: the total emotional value of the sentence. This feature represents the
total emotional value of the sentence. The value of this feature is basically the sum of the
four features above that we built. Although they are related and this value seems
redundant, in fact this summation is necessary because if the sum of the above values is
zero, the subjective assessment will not be certain. correct. In addition, the emotional
value in a sentence depends not only on the word containing the emotion, a subjective
sentence also depends on its type of sentence. If it is an interrogative sentence or a
commanding sentence, it has absolutely no emotional value. Therefore, the total
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emotional value of a sentence can also be zero if the sentence belongs to one of the two
types of sentences above.

Subjective classification algorithm:

Input: tagger file and Vietnamese SO-CAL dictionary.

Output: The file has a vector structure, with each line being a feature vector.
Application methods:

For each sentence in the dataset, extract the values

1) Total words

2) The total emotional value of the adjectives.

3) The total emotional value of the adverbs.

4) The total emotional value of the nouns.

5) The total emotional value of the verbs.

6) Emotional value of the whole sentence:

If the sentence belongs to the question or the current sentence, return 0. Otherwise, return
the sum of the numeric features 2, 3, 4 and 5. Returns the feature vector.

From the result file of the feature extraction process above. We use the classification
method using the SVM algorithm with the collected training data to conduct the
classification. The return result of this process is the result of classifying the sentence
into two classes: subjective and objective.

The following examples detail the program feature extraction process for a particular
sentence.

For example: The sentence "C6 4y vira dep ma vira hoc gioi nira." feature will be
extracted and return the following values: “1:9.0 2:7.0 3:0.0 4:0.0 5:0.0 6:7.0”. These
values have the following meanings:

Feature number 1 is the number of words in the sentence. Here the value is 9.0. Feature
number 2, 3, 4 and 5 are the sum of emotional values of adjectives, adverbs, nouns and
verbs in the sentence, respectively. The total emotional value of the adjectives in the
sentence is 7.0, including: "beautiful” with the value (+4) and "good" (+3). The total
emotional value of words: adverbs, nouns and verbs in this sentence is zero because the
sentence has no adverbs, nouns and verbs. Feature 6 is the sum of emotional values of all
words in features 2, 3, 4 and 5. This value is 7.0 including: adjective (+7.0), adverb (0),
noun word (0) and verb (0).

From the above characteristics, the sentence " C6 ay vira dep ma vira hoc gioi nira." is a
subjective sentence that contains emotion.

For example: The sentence “Néu hoc tt hon thi t6i s& dang ky ky thi toi.” after feature
extraction, the result will be as follows: “1:10.0 2:3.0 3:0.0 4:0.0 5:0.0 6:0.0”. Although
the above sentence has the emotional value of the adjective (+3), the total emotional
value is (0) because this is a conditional sentence. Therefore, this is an objective sentence
that does not contain emotions.

With the manual classification test dataset, the SVM classification method and the
training data set, we test the accuracy of the subjective classification method. The results
of the accuracy assessment are given in the Table 4.
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Table 4. Accuracy assessment results

Number Subject Results (accuracy: %)
1 Education 86.7%
2 Movie 87.1%
3 Sport 67.7%
4 General 89.8%

3.3 Emotions Classification Method

After identifying emotional sentences, we rely on SO-CAL Vietnamese emotion
dictionary and features extracted from Vietnamese sentence characteristics to calculate
the emotional value of sentences. The calculated value helps to classify emotional
sentences into sentences with positive emotions or sentences with negative emotions.

Sentiment word is the element that has the greatest influence on the emotional value of a
sentence and is often used to express negative or positive emotions. For example: the
words “tot”, “tuyét voi1”, “dep” are words containing positive emotions and “xdu xi”,
“kinh khung”, “t€ hai” are words containing negative emotions. Beside the individual

words, there are also emotional phrases such as “khong thé tin duoc”, “nhu mot giéc
mo”, etc called an emotional dictionary.

The simplest way to calculate the emotional value of a sentence is to sum the emotional
value of the emotional words in that sentence.

For example: “Anh 4y thong minh va dep trai”. The word "thong minh" has an SO value
of (+4) and "dep trai" has an SO value of (+4) so the total SO value of the sentence is
(+8). “Chiéc 4o nay hop thoi trang” The sentence “Chiéc &0 nay hop thoi trang” has only
one phrase that carries the feeling of "hop thoi trang”, so the total SO value of the
sentence is also equal to the SO value of this word (+2).

In addition, words with emotional value are influenced by reinforcement words such as:
"dep", "hoi dep”, "rat dep" and "dep nhat". If we only based on the emotional dictionary,
the above words and phrases will have the same SO value. But in reality they carry

positive emotions and ranked in ascending emotional value as "hoi dep", "dep", rat dep",
“dep nhat”.

Morever, classification emotion we are easy to confuse positive and negative. Some
words have the ability to change the polarity of emotional words or phrases such as
“khong”, “khong dugc”, “khong phdi”, “khong bao gid”, etc. For example: the word
“t5t” carries positive emotions. “khong t6t” carries a negative emotion.

To solve the above problems, it is necessary to further analyze other features of the
sentence. Each feature will gradually solve each specific problem.

The emotional value of a sentence depends on the reinforcement word, the reinforcement
word is divided into two types: increasing the level of semantics (amplifiers) and
reducing the level of semantics (downtoners) °. In SO -CAL also adds enhanced word
dictionary. Words affected by reinforcement words will have an emotional value that
changes depending on whether the value increases or decreases the semantic level of that
reinforcement.

For example: The word "mét moi™ carries the value SO (-3). If it is preceded by the
strengthening word “hoi” (-0.5) then the SO value of “hoi mét maéi” is: (-3)*(1-0.5) = (-
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1.5). The word "dep" has SO value of (+4), then "rat dep" has SO value of: (+4)*(1+0.2)
= (+4.8); The word "gioi" has SO value of (+3), then "gioi nhat" has SO value:
(+3)*(1+1) = (+6).

Besides, the emotional value of the sentence depends on the negative word, the emotional
value is influenced by the negative word, changing the emotional value of the emotional
word. When speaking or writing, we often use negative words including: "khéng",
"khong duoc”, "khong phai”, etc. to express a level of emotion opposite to that of the
emotional word that follows. from that negation.

Therefore, for emotional words preceded by a negative word, the emotional value of that
word will be reversed or easier to understand than changing the sign of the emotional
value of the word.

For example: The word “t5t” has SO value of (+3), then “khdong tot” has SO value of (-
3); The word "bia dat" has SO value of (-2), then "khong bia dat" has SO value of (+2).

The emotional value of the sentence depends on the word defect: The defective words
include: “nén”, “phai” and “c6 thé”. Sentences containing the word defect often show a
lower degree of emotional distress than similar sentences that do not contain the
defective word. Obviously, we can easily see that the sentence: "Ban c6 thé 1am tét hon",
the object mentioned here really has not done the best of his ability, and the emotional
meaning will be lower than the sentence: "Ban lam tét". Therefore, the selection of a
level of emotional mitigation in sentences with defective words is a fact of concern,
however, how much of that mitigating value is appropriate requires time for further
investigation and research. In this paper the mitigating value that we have chosen is 50%.
Accordingly, sentences containing defective words, the emotional value of the sentence
is reduced by 50% compared to the emotional value of all words with emotional meaning
in the sentence.

For example: The sentence “Ban c6 thé Iam tot hon.”. The phrase “t6t hon” has an SO
value of (+2) but in the sentence there is a defective word “cé thé” so the SO value of
“tt hon” is reduced to (+1). Or the saying "Chiing ta phai that manh mg&.". The phrase
“that manh m&” has SO value of (+2)*(1 + 0.3) = (+2.6) but in the sentence with the

defective word “phai” so the SO value of “that manh mé&” will remain (+1.3).

Sentiment value of sentences tends to be positive: Classification of emotions based on
emotion dictionaries often shows a positive bias (Kennedy and Inkpen, 2006) . In fact,
people tend to use more positive words. There are many ways to balance the positive and
the negative. In particular, increasing the emotional value of words with negative
connotations is said to be the most effective. We have tested many levels of increase in
emotional value of negative words, and the results returned when increasing the
emotional value of negative words by 50% is the best.

For example: Sentence “HOm nay gid vang tang va gia do la giam”. The word “giam”
with an SO value of (-2) will be increased by 50% to (-2) *(1+0.5) = (-3).

From subjective sentences containing emotions, we proceed to label these sentences
again to form a new tagger file. Then from the new tagger file above and the Vietnamese
SO-CAL dictionary to classify emotions. The emotional classification of a sentence is
actually the selection of a good set of features to achieve high accuracy. The feature set
we have edited to suit the Vietnamese language features.

Subjective classification algorithm:

Input: tagger file and SO-CAL Vietnamese dictionary.
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Output: The file has a vector structure, with each line being a feature vector.
Application methods:

For each sentence in the dataset, extract the values

1) The total emotional value of the adjectives.

2) The total emotional value of the adverbs.

3) The total emotional value of the nouns.

4) The total emotional value of the verbs.

5) Emotional value of the whole sentence: sum of features number 2, 3, 4 and 5.
6) Emotional value depends on reinforcement word.

Emotional value = value of reinforcement * value of emotional word

7) The emotional value depends on the linking word with opposite meanings.
Emotional value = Emotional value — total of emotional value of the words before the contrasting
— linked word

8) The emotional value depends on the word defect.

Emotional value = (0.5) * total value of all word defect in a sentence

9) The emotional value of the sentence tends to be positive.

Emotional value = (1 + 0.5) * value of positive word

10) The emotional value depends on the negative word changing.

Emotional value = (—1) * value of negative word

Returns the feature vector

The system based on the extracted feature will use the machine learning method with the
above training dataset to classify each sentence: positive and negative class. The end
result is that the data is classified into two categories: positive and negative.

For example of the emotional classification process for a comment. To be able to classify
emotions, we must first subjectively classify whether sentences contain emotions or not.
Therefore, in this example, we present both subjective and emotional classifications to
have the best overview of the entire program's execution.

Analyze emotions for comments: “Chtic mirng em mot nhan tai trong tuong lai. Hiy c¢6
gang hoc tot nhat, dé¢ tro thanh nhan tai cho dat nudc Viét Nam nhé.". After
preprocessing and labeling the returned data is as follows:

<doc>

<s>
<w pos="V">Chlc mung</w>
<w pos="N">em</w>
<w pos="M">mgt</w>
<w pos="N">nhan tai</w>
<w pos="E">trong</w>
<w pos="N">twong lai</w>

</s>

<s>

<w pos="R">Hay</w>

<w pos="V">cg gang</w=>
<w pos="V">hgc</w>

<w pos="A">tét</w>

<w pos="R">nhat</w>

<w pos=","></w>

<w pos="E">dé<|w>

<w pos="V">tr¢ thanh</w>
<w pos="N">nhan tai</w>




319 Sentiment analysis by lexical analysis combined with machine learning

<w pos="E">cho</w>
<w pos="N">ddt nuréc</w>
<w pos="Np">Viét Nam</w>
<w pos="1">nhé</w>
<[s>
</doc>

After preprocessing, the system proceeds to withdraw the concentration. The returned
data is typical of each sentence in the above comment as follows: For the sentence: "
Chac mung em mot nhan tai trong twong lai.".

Characteristic withdrawal results for the subjective analysis process are: 1:6.0 2:0.0 3:0.0
4:3.05:1.06:4.0

In which: Feature number 1 (characteristic of the number of words in a sentence) has a
value of 6.0 because the sentence has 6 words. Features 2, 3, 4 and 5 are the total
emotional value of the words in the sentence, respectively, in the following order:

Feature number 2 and 3 both have the value 0.0 because there are no adjectives (A tag)
and adverb (R tag) in the sentence.

Feature number 4 has a value of 3.0. The noun (card N) "nhan tai" in the sentence has an
emotional value of 3.0.

Feature number 5 has a value of 1.0. The verb (V tag) "chdc mung"” has an emotional
value of 1.0.

Feature number 6 (characteristics of the total emotional value of the whole sentence) has
a value of 4.0 (0.0 + 0.0 + 3.0 + 1.0). We see, this is a normal sentence and does not
belong to exceptional cases. Therefore, the total emotional value in the sentence is equal
to the total emotional value of the words in the sentence. That is, in this case the value of
feature 6 is equal to the sum of the values of features 2, 3, 4 and 5 combined. The
subjective classification result returns this as a subjective sentence containing emotions.

After classifying the above sentence as subjective wooden sentences containing
emotions, the program continues to extract features for the emotional classification
process as:

1:0.02:0.03:3.04:1.05:4.06:4.07:4.08:4.09:4.010:4.0

In which: features No. 1, 2, 3, 4 and 5 are inherited from features No. 2, 3, 4, 5and 6 in
the subjective analysis. After analysis, the sentence above does not have special elements
such as: reinforcing words, linking words with opposite meanings, defective words,
negative words and changing negative words. Therefore, the features number 6, 7, 8, 9
and 10 all have the value of 4.0 and are equal to the feature value of 5. That is, the
emotional value of this sentence depends only on the word containing the emotion. rather
than dependent on other factors.

The emotional classification result returned for this sentence is a positive sentence
because the features are all positive. To evaluate the accuracy of the emotion
classification method when using the SVM machine learning algorithm on the collected
data set in combination with the Vietnamese emotion dictionary. The results are
presented in the following Table 5.

Table 5. Accuracy assessment results using SVM
No.  Subject Results (Accuracy: %)

1 Education 89.5%
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2 Movie 89.3%
3 Sport 88.2%
4 General 89.5%

4 THE EXPERIMENTAL RESULTS

To value our model, we focus to collect three sets of data from 3 topics: education,
movies and sports following: Education: includes 405 comments; Movie: includes 379
comments; Sports: 500 comments and combined to build a larger dataset consisting of
885 sentences.

We use 885 sentences to train our model to classify subjective and emotional
classification. The results are presented in the Table 6.

To test our model, we collected 443 comments from visitors to aggregate for analysis.
The model has classified these 443 comments into 314 objective comments and 129
subjective comments and after that analyzing these subjective comments, 269 positive
comments and 45 negative comments.

Table 6. The results of training our model

Training dataset

No. Subject Subjective Objective Positive Negative
Sentence Sentence Sentence Sentence
1 Education 173 99 133 40
2 Movie 194 95 115 79
3 Sport 248 76 201 47
4 General 615 270 449 166

Evaluate the accuracy of the our method are presented in the following Table 4.2.
Table 7. The results of training our mode

No. Classified Acccuracy ( %)
1 Subjective classification 89,8%
2 Emotional classification 89.5%

Moreover, we have built the system to test our method with graphics user interface to
help everyone can easy to use our method. Some emotion classification interfaces, rating
level, user interest level:



321 Sentiment analysis by lexical analysis combined with machine learning

| £ | Explorascience Quy Nhon - Sentiment analysis - e

SENTIMENT ANALYSIS

@ ANALYSIS

Figure 1. Start screen interface.

In addition to the interfaces for the above main functions, the program also has a number
of other information display interfaces in the Figure 2.

|£] Main Processing - x
Data Train
No. Sentences Subjectivity | Sentiment
il Caon nha nguéita 0 — -
2 di ma & bén 6 ludn cho swéng, dimg vé 1 1 =
3 ve 13 bj vii dap day ; 1 0 8
4 Ho:_xo‘ng :9 gang_()' bén dd cﬁn{g te:m } 1 1 Dictionary
5 Nhan tai ma ve Viét Nam bon nd hanh cho ra b 1 1
E EhCIF em sau nég{sé 13 1 cﬁ[lg dan My Ih.énh ETR 1 Datasets
7 Nuw&c ngoai nguwdd ta hau dai the day Viét Nam con aot..|1 0
3 Trrdc ndm 75, & mien Nam da phan sinh vién du hoc [0 — All
Bl Can ngay nay, sinh vién ra di du hoc 13 khdng mudn qu...|0 —
10 That budn cho Viét Nam 1 [ [] Education
11 Chay mau chatxam, dan the suy vang 1 0
12 Birng ve Viét Nam nha em 0 — [] Movie
13 Su!halnm phu. n‘huﬂg @ bén dd em mai phattrien duw... [1 1 [] sport
14 Chuc em thanh cong 1 1
15 con nha ngui ta 13 ddy 0 —
16 That 13 gigi, kham phuc ban 1 1
17 Hy vong dat nurée ta khdng phai “chay mau chatxam™  [1 1 Run SVM
18 co lén 1 1
19 phat trién sw nghiép di mdi cho nuGc ngudita 1 1 Accuracy
20 & Viét Nam phai mua bang tien mai co dugc churc 0 —
21 nuwdrc ngoai ho luéin bigt cach trong dung nhan tai 1 1
22 ngay ca chuyen di tham quan cling duoc d3i tho mien ... 1 1
23 neu ma & Viét Nam thi chac |a mo di cung 0 — =] 00/0
0,

0%

[] Subjectivity [ passive [ positive [] Negative Sentiment Analysi
entiment Analysis

Figue 2. Main function screen interface.

Data list interface after emotional analysis is represented in the Figure 3.
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|2 | Sentiment Analysis

Data
Test | DataCleaned | Result

WITITT CO I CUPd OO U8 vl KITOTNY 9 ¢

Nhin hap din qua ad oi

Thir 7, CN tudn nay Trung tdm cd mé cira khdng a?
Cimonada

Khg cé “Live, La thidu sétién

Ngay nao té chirc vay?

D& thurong qua

[Tim tim tim

Nhin hip d3n qua ad oi

Sdng nay em chei cac tro cheivui 1am aaa

Churong trinh gin gli va cé ich véi hoc sinh qué aaaa
lbén em mudn vao tham gia phai 1am sao a?

Ngay nao té chirc vay

Mudn duec 1 15n ra day

cAm thay hao himg

May ad chup hinh dep 13m ad oi
ICho minh xin théng tin

Hi, 210 \c’[p ban contham quanko a ?
lpan cd the lién hé véi Dothanh Nhan bén trung tAm

Minhv& qué ca chuc 1dn ma ko biét chd nay dé dén tham
Thém cdi hinh cic em ban tén Ikra do chinh minh 1Am nika thi tuyét.

. -
Thi&c 14 mét chifc héi rén rang mé, hy vong s& cd nhidu hoat ddng bé fch va w—

MNguyén Tué bira nao hwéng ddn emvs nha chir em hk bidt cai gi héttron 4

Minh muén cho c3 1ép tham gia (33hs 1&p 12) vao ngay 16 4m lich (20 duon

4 I

[v]

[4]

[ Subjectivity [] Passive [ Positive

[1 Negative

|Defau|(

|v|

‘ File ‘ | Clean

[ anayze |

Results
Subjectivity
111
49
62

Low

Sentiment
49

42

Excellence

B5.7%

14.3%
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Figue 3. Interface after emotional analysis.

Beside, we have Dictionary display interface is showed in the Figure 4.

| £ | Dictionary - =

[ Adijective | Adverb | Intensifier | Noun | Verb

Mo Words Value
ban thiu
pénh hoan
bi oi

cam thua
dang ghet
dang khinh
dau kho
déc

déc dia
ddi bai

diF ddi
gay tir vang
ghé gém
ghé tém
g&m ghisc
héi ham
hir héng
hung ac
nung dii
hidp so
hinh migt

I »

@ [~[@[o]&]wr]=

n kné
ng thé tha thir
ngwa
ng khigp
Ell

=Rt T e R P e e e

nh
nh hoang
nh khiing

nn térm

v quai

am dau dén
am dung

T U Y U Y Y Y U Y R Y B R W U R Y
& in|in|dn|n|dn|cn| | dn|cn|n|dn |En|n|dn | dn | in | &n | én | an|cn| | dn|in|n|dn | dn|n | dn | dn | n|n|én

Figue 4. Dictionary display interface.
5 CONCLUSIONS

Our method sentiment analysis users evaluate products using lexical analysis combined
with machine learning has more accuracy and usefull for Vietnames users. The method
has analyzed the emotions of users through analyzing their comments and evaluations for
information posted or shared about services and products at the Explorascience
QuyNhon. During the process, we were exposed to many related studies, so they helped
us to have a broader, deeper and more thorough understanding of the problem. We have
developed a feasible method for emotion analysis in Vietnamese language based on the
linguistic features of Internet users and at the Explorascience QuyNhon. The results of
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the method are built an emotion classification model based on machine learning method
combined with word analysis using emotion dictionary.

In additional, the translation of the emotion dictionary from the English dictionary will
not only be accurate, but also will be enough to meet the reliability of use. To be able to
develop a Vietnamese emotion analysis method, it is necessary to build a large enough
and high-accuracy Vietnamese emotional dictionary.

Moreover, we need to train and test our model in big data framework to prove our
method also obtain good accuracy for large data volume in the real world.
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