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Abstract 

The exponential growth of web-based content has prompted governments and 
businesses to seek new strategies and tools for effective governance, navigation, 
and management of complex data. Since the start of SARS-CoV-2 (COVID-19), 
there have been numerous news related to coronavirus and its variants published 
on various platforms. Thus, it is important to introduce an intelligent classification 
technique for classifying the news related to COVID-19.  Automated news 
classification refers to the process of categorising news articles into predetermined 
categories based on their content, using the confidence gained from the training 
news dataset. Therefore, this paper intends to develop a model capable of 
classifying Arabic news related to the COVID-19 Omicron variant. The model can 
classify related news into five classes: statistics, vaccines, restrictions, economy 
and health. The news corpus is comprised of 220,000 instances gathered from 
various Arabic newspapers. The dataset is pre-processed, and then the n-gram 
features are identified to train and test the models. This study experimented with 
various machine learning (ML) classifiers, i.e., Multinomial Naïve Bayes (MNB), 
Support Vector Machine (SVM), and Random Forest (RF) with various n-grams 
when creating the model. The results show that MNB with character n-gram 
outperformed baseline methods in terms of recall, precision and F1-score with 
average values of 86%, 87% and 86%, respectively.  

Keywords: Natural Language Processing, Machine Learning, Arabic Dataset, Arabic 
Text Classification. 

1      Introduction 

Coronavirus SARS-CoV-2 (COVID‐19) is an infectious disease that has spread around the 

world, affecting medical systems and human health [1]. A number of COVID-19 variants 

have been discovered, including Alpha [2], Beta [3], Gamma [4], Delta [5] and Omicron 

[6, 7]. The last was first discovered in South Africa in November 2021 [6]. According to 

the World Health Organization (WHO), there have been 762,201,169 confirmed 

cumulative cases of COVID‐19 globally, including 6,893,190 cumulative deaths ‘up to the 

12th of April 2023’ [8].  
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Recent statistics (from March 6 to April 2, 2023) show that there were ≈ 3.3 million new 

cases and >23,000 deaths reported globally. This represents a reduction of 28% in new 

cases and 30% in deaths compared to the preceding 28-day period (from February 6 to 

March 5, 2023). Although there has been a general decrease in new cases and deaths 

globally, it's worth noting that 31% of countries (74 in total) have reported a rise in new 

cases of 20% or more during the last 28 days compared to the preceding 28-day period. As 

of April 2, 2023, there have been more than 762 million confirmed cases, and over 6.8 

million deaths reported worldwide [9]. 

This rampant inflation of the globally infectious disease has led to an unprecedented surge 

in the number of published newspaper articles and other news items on the subject. These 

articles and news have reported statistics, announced the restrictions and vaccines, and 

studied the impact of the disease in different domains, such as education, health, politics, 

and economy. Hence, such a dramatic increase in publications has made the individuals 

facing issues in following the publications they are looking for and suit their individual 

interests. This is where an intelligent model capable of classifying this flood of publications 

can prove to be immensely valuable and crucial. This can be accomplished by identifying 

patterns in the coverage. For this, it is valuable to construct a model that can contribute to 

categorising these articles and news items through the adoption of natural language 

processing (NLP).  

As the name suggested, NLP is a sub-field of artificial intelligence (AI) that focuses on 

enabling computers to process and analyse natural languages in written, spoken and sign 

forms. Thus, computers can understand, interpret and generate human languages. In 

addition, various tasks can be fulfilled through the use of NLP, such as sentiment analysis, 

name entity recognition, information extraction, conversational agents and chatbots, text 

summarisation, machine translation, question-answering and text classification [10].  

The field of NLP holds great importance in today’s world, owing to its practical 

applications across various industries such as healthcare [11, 12], education field [13, 14], 

marketing [15, 16], finance [17], and customer service [18]. Yet, NLP is faced with a 

significant challenge due to the innate ambiguity of natural language. The meaning of 

words can vary considerably based on the context in which they are used. Thus, the 

interpretation of sentences differs significantly depending on the syntax and semantics of 

the language being employed [10]. Accurately analysing and comprehending natural 

language data can, therefore, pose a challenge and it remains an area of ongoing research 

for practitioners in the field. This includes exploring the utilisation of various techniques 

such as statistical models [19], rule-based systems [20], ML [21, 22], deep learning [23], 

and hybrid techniques [24]. These techniques allow computers to process and examine 

extensive quantities of data, enabling them to identify connections and patterns present 

within natural language usage. This in turn, has led to significant breakthroughs in NLP 

and made the models more accurate.  

Building on the previous points, it is important to consider exploring NLP techniques for 

classifying COVID-19 news and articles, particularly in languages that face issues, such 

as Arabic. These issues include the ambiguities and the dialects variation [25], the richness 

of the morphology [26] and the lack of resources [27], as discussed by Manal Mostafa Ali 

[28]. 

To the best of the author’s knowledge, most studies use social media platforms to classify 

or investigate the public’s sentiments [29–31]. However, there seems to be a lack of use 

for the news and articles published in formal newspapers.  
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In [32], the paper conducted an analysis of the dissemination of both factual and false 

information on Twitter from the time period spanning 2006 to 2017. The findings revealed 

that false information exhibited a considerably greater reach, speed, depth, and overall 

impact across all categories when compared with factual information. Furthermore, the 

study demonstrated that robots played an equal role in disseminating true and false news, 

indicating that human beings are the primary drivers of the spread of false information. 

Hence, it can be contended that false news and rumours disseminate more effortlessly on 

social media, in contrast to news disseminated through traditional newspapers. 

Professional newspapers maintain high standards to ensure the accuracy and quality of 

their published articles. Furthermore, several countries have put in place stringent 

regulations to prevent the dissemination of rumours through newspapers. 

The aim of this paper is to create a corpus of Arabic news and articles related to Omicron, 

which was scraped from opted Arabic Gulf newspapers. Another objective is to develop a 

model capable of classifying the news into one of five categories: statistics, vaccines, 

restrictions, economy, and health. To achieve this, a comparative analysis is carried out 

utilising recall, precision, F1 score, and accuracy between three well-known ML 

classifiers (i.e., MNB, SVM, and RF).  

The remaining sections of the paper are organised as follows. Section 2 surveys studies 

related to the paper’s scope. Section 3 explains the research methodology followed. The 

experiment is discussed in Section 4, and the results are presented and discussed in Section 

5. Finally, the conclusion is presented in Section 6. 

2      Related Work 

The Omicron variant of the COVID-19 infection (B.1.1.529) was first recognised in South 

Africa, and it was viewed as a worrying variant by the WHO on the 26th of November 2021 

[33]. From that point forward, it spread around the world. By mid-January, it was the most 

overwhelming disturbance on earth, causing an impressive expansion in COVID-19 cases. 

In numerous nations, the Omicron variant represented a resurgence of the pandemic, 

upsetting the pattern of diminishing quantities of COVID-19 cases and passing.  

Many models have been proposed to depict the elements of the scourge. Some of them can 

be characterised into two classes: aggregate models [34] and network-based models [35]. 

A few examinations have researched how inoculation and non-pharmacological 

methodologies can affect the course of the illness [36].  

In [37], the utilisation of a straightforward numerical model was proposed in light of the 

traditional SIRD model to change and anticipate the COVID-19 pandemic’s conduct in 

three countries: Brazil, Italy and Korea, which are instances of altogether different 

situations and stages of the COVID-19 pandemic. The model utilised in this work is 

additionally founded on the work-of-art, compartmental SIRD model and expands the 

models proposed in [38]. 

In [39], the authors employ NLP and a supervised k-nearest neighbours (KNN) 

classification algorithm to conduct sentiment analysis on public discourse regarding 

approved COVID-19 vaccines on Twitter. Their analysis offers insights into the proportion 

of (positive, negative or neutral) tweets concerning the Pfizer, Moderna, and AstraZeneca 

vaccines, thereby providing valuable information on public sentiments towards these 

vaccines. They utilise the ‘Tweepy’ library to retrieve data from Twitter, which is then 
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saved in CSV format. In order to ensure optimal quality, the data is pre-processed through 

the elimination of special characters, hyperlinks, retweets, emojis, and stickers. This 

meticulous approach serves to enhance the overall accuracy and reliability of the 

information being analysed. After the pre-processing stage, their approach involves 

implementing a tokenisation technique to accurately classify the data into distinct 

categories (i.e., positive, negative, or neutral) based on the respective sentiment. According 

to the gathered data, Pfizer garnered the most favourable feedback on social media 

platforms, with Moderna and AstraZeneca following closely behind. It is noteworthy that 

Moderna and AstraZeneca received the highest percentage of negative tweets. 

Additionally, the study presents comprehensive word clouds and tables that demonstrate 

the most frequently used words and sentiment scores for each vaccine.  

In [40], the present study endeavours to assess the perceptions and experiences of 

individuals who visited Bangkok during the COVID-19 lockdown in Thailand. Twitter was 

employed as the primary source for obtaining the opinions and viewpoints of tourists 

throughout the period of nationwide lockdown between April 3 and 30, 2020. The insights 

garnered from this research are significant as they offer a better understanding of the 

sentiments and perspectives of some travellers regarding the tourism industry. Their 

findings could be used to furnish recommendations to stakeholders involved in tourism. 

The data was first subjected to pre-processing, wherein non-tourism-related information 

was removed. Subsequently, the data were labelled based on their sentiment, i.e., positive, 

negative, or neutral. To undertake this classification, they employed the support vector 

machine algorithm (SVM) for sentiment analysis. Moreover, they established specific 

criteria for accurately distinguishing between each sentiment class. The results witness that 

the SVM classified tweet sentiment with 71.03% accuracy, 81.65% precision, 55.14% 

recall, and 0.58 F-1 score. Furthermore, 29 neutral tweets out of 61 were accurately 

predicted, resulting in a 47.54% accuracy rate. However, the study only employs one 

sentiment analysis algorithm, and the outcomes may differ with the use of other algorithms. 

In [41], a method is proposed to identify the major concerns and trending topics related to 

the COVID-19 pandemic, according to Twitter users. The authors suggested a framework 

that utilises a combination of clustering algorithms and transfer learning to categorise 

similar tweets based on their semantic information and meaning. They employed several 

methods to analyse Twitter data. Initially, the Twitter API was utilised to gather relevant 

tweets, and the data was subsequently cleaned to eliminate irrelevant information. The 

Universal Sentence Encoder was then utilised to extract the feature representation of the 

sentences within the tweets. Then, the K-means clustering algorithm was utilised for 

grouping similar tweets based on their semantic information and meaning. Finally, a text 

summarisation algorithm based on deep learning was employed to generate a concise 

summary of the cluster and to determine the primary topics within each cluster. The 

proposed framework showed high effectiveness in identifying trending topics related to 

COVID-19 on Twitter. In addition, the authors analysed the coherence and informativeness 

of their work and compared it with other methods (i.e. Inverse Document Frequency (TF-

IDF) and Latent Dirichlet Allocation (LDA)). The results witnessed that their approach 

outperformed the other two methods. Furthermore, the framework provides a valuable tool 

for gaining a deeper understanding of people's concerns and opinions about COVID-19, 

which can be extended to other social media platforms and contexts to detect trending 

topics and opinions of interest. One aspect that needs to be considered is the potential 

impact of irrelevant and noisy information found in the data collected from Twitter on the 

accuracy of the proposed approach. 
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The work in [42] presents a novel approach to identifying anomalous events related to 

COVID-19 by analysing a vast amount of real-time tweets. The proposed methodology 

employs a distributed Directed Acyclic Graph topology and a lightweight algorithm to 

identify such events automatically. Furthermore, the system is capable of grouping and 

presenting significant keywords identified in the tweets. The related experiment was run 

to compare single and dual machines during the period of 1st to 30th August 2020. It 

involved 15 tests, with each machine being tested 15 times for a total of 30 days. The 

results of the study showed that the dual machine outperformed the single machine, with 

the distributed machine reaching its peak on the 10th test by generating 3372 tweets, 

compared to the standalone machine, which generated 1654 tweets. As a result, the study 

concludes that the proposed framework is effective in detecting anomalous events 

associated with COVID-19 from large-scale real-time tweets related to COVID-19. The 

study is subject to two limitations. Firstly, it solely relies on Twitter data, which may 

include extraneous or erroneous information. Secondly, a comprehensive evaluation of the 

proposed algorithm's effectiveness in identifying anomalous events needs to be included 

in the paper. 

An approach is developed in [43] to analyse public discussions on Twitter regarding the 

Centres for Disease Control and Prevention (CDC) and their response to COVID-19. For 

the study, data from Twitter was analysed using the latent Dirichlet allocation algorithm. 

The tweets were obtained from a COVID-19 Twitter chatter dataset spanning from March 

11, 2020, to August 14, 2020. The tweets were cleaned using R, keeping only those 

containing any of five specific keywords related to the Centres for Disease Control and 

Prevention (CDC). Ninety-one tweets posted by the CDC itself were excluded. The final 

dataset analysed contained 290,764 unique tweets from 152,314 different users. Only 

tweets with English specified in their metadata language field were tokenised using the 

gsub function in R. The study identified 16 topics that the public associated with the CDC. 

These topics were further categorised into four main themes: government policies and 

actions, public perception of the CDC's credibility, understanding of the virus and the 

situation, and response guidelines. The paper focuses on attention and expectations from 

the CDC, and provides insight into public concerns and perceptions of the CDC's 

performance. The analysis of 290,764 tweets revealed that the COVID-19 death counts 

garnered the most attention, constituting 12.16% (n=35,347) of the total. Additionally, 

there was a significant amount of discourse relating to the credibility of the CDC and other 

governing bodies, as well as their respective COVID-19 guidelines, with more than 20,000 

tweets each. These findings suggest that there is a high level of interest and concern 

regarding COVID-19, its impact, and the strategies being implemented to combat it. The 

paper presents two notable limitations. Firstly, there is a likelihood that private account 

tweets were not accounted for during the data collection process, and tweets created by 

bots or fake accounts may have been overlooked. Secondly, while the study successfully 

identified topics from the public discourse regarding the CDC, it did not delve into the 

changes in public attention over time or in relation to specific circumstances. 

A recent research paper delves into the public conversation on social media regarding 

mask-wearing in the United States and its connection to the increasing number of COVID-

19 cases [44]. The study collected 51,170 tweets in English, spanning from January 1, 

2020, to October 27, 2020. The data was obtained by searching for hashtags that opposed 

mask-wearing. The tweets underwent pre-processing, which involved the removal of stop 

words, keywords with IDs, and hashtags. The remaining content was represented by bi-

and trigrams. The latent Dirichlet allocation (LDA) algorithm was leveraged to analyse the 
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pre-processed tweets and determine the primary topics or categories addressed in the posts. 

According to the findings of the paper, social media can play a crucial role in identifying 

significant insights regarding mask-wearing. Through topic mining, ten categories or 

themes of user concerns were discovered, with the top three being 1) personal freedom and 

constitutional rights, 2) big pharma, population control and conspiracy theories, and 3) the 

fakeness of pandemic, numbers and news. These three categories make up almost 65% of 

the tweets that oppose wearing masks. The study also revealed a strong correlation between 

the volume of negative tweets against mask-wearing and the number of newly reported 

COVID-19 cases. The increase in negative tweets preceded the rise in new cases by nine 

days. The study's findings should be interpreted with certain limitations in mind. While the 

data suggests a correlation between an increase in anti-mask sentiment on Twitter and 

COVID-19 cases, it cannot definitively establish causation. Furthermore, the analysis only 

examined English-language tweets from the United States, and additional research is 

needed to compare discourse across diverse platforms and countries. It should also be noted 

that the number of tweets collected may not be fully representative of public opinion 

regarding mask usage. 

On the other hand, in terms of analysing articles that are published in Arabic newspapers, 

Qadi et al. conducted a study that aims to create a model capable of categorising news 

articles written in Arabic into four categories, namely: the Middle East, sports, business 

and technology. To reach their aim, they build a dataset containing 90,000 Arabic news 

articles. The articles are associated with an individual related label (category), and then the 

unneeded characters, such as numbers, stopping words, Latin characters and punctuation, 

are cleaned. They examine how effective the dataset is at using ten various well-known 

classifier algorithms. These algorithms include Nearest Centroid, KNN, logistic 

regression, SVMs, Decision Tree (DT), RF classifier, XGBoost classifier, Ada–Boost 

classifier, Multilayer Perceptron and multinomial classifier. In addition, they utilise the 

majority voting classifier, which is an ensemble learning technique to achieve the highest 

possible accuracy amongst the ten used classifiers. The model is tested via the confusion 

matrix, and the ten classifiers are compared with each other. SVM achieves the highest 

accuracy rate (94.4%) among the other nine classifiers. Moreover, the accuracy of the 

majority voting technique achieves an accuracy near that of SVM. Thus, this last may be 

the best choice since it outperforms the majority voting in terms of performance [45].  

The surveyed literature expresses the feasibility of utilising ML to classify news articles 

regardless of their origin (i.e., social media or newspapers). However, there are insufficient 

studies on the implementation of NLP in Arabic news regarding Omicron, which have been 

published in formal Arabian Gulf newspapers. Hence, this study aims to bridge the 

highlighted research gap. This can be achieved by building an intelligent model that 

facilitates accurate categorisation of the enormous number of Arabic news articles on 

Omicron. 

3      Methodology of the Proposed Work 

To accomplish the goal of this research, it is crucial to pinpoint the specific newspapers 

being targeted, define the relevant Arabic keywords related to 'Omicron' in the articles, and 

establish the proper procedures for annotation. To ensure effective outreach, it is essential 

to carefully consider the circulation, reputation, and online archive accessibility of the 

newspapers targeted for publication. Furthermore, it is important to identify keywords 

related to the Omicron variant, such as ‘أوميكرون’ or ‘Omicron’. To ensure optimal 
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linguistic analysis of gathered articles, it is recommended to comply with a standardised 

annotation framework encompassing both semantic and syntactic elements. Adherence to 

such a scheme can facilitate accurate and consistent analysis, promoting greater efficiency 

and reliability.  Afterwards, the collected text should be pre-processed using standard NLP 

techniques like tokenisation, lemmatisation, stop words removal, etc. The n-gram features 

ranging from [2–4] characters to 'word' should be extracted. The dataset will be used to 

train ML models for text classification to analyse the public sentiment and stances 

regarding the Omicron variant in the opted newspapers. The performance of different 

models will be evaluated and discussed. Fig. 1 depicts the workflow of the proposed work. 

In addition, the workflow is explained in the following sections. 

 

Figure 1: The workflow of the proposed work 

3.1      Data Collection 

The data for this study was collected from various Arabian Gulf newspapers: Al Riyadh 

(Saudi Arabia), Al Bilad (Bahrain), An-Nahar and Al-Alanba (Kuwait), Alwatan (Oman), 

Al Sharq (Qatar) and Al Watan (United Arab Emirates). The fastest way to find articles 

written about Omicron was to use a specific keyword in the search field: ‘أوميكرون’ or 

‘Omicron’. After that, all related articles on each search page were crawled.  

As shown in Table 1, each newspaper had different data (tags) for each item. Therefore, it 

is necessary to standardise the tag for each news item by choosing the most crucial tags, 

such as URL, title, article or date. Hence, the dataset contained more than 220,000 words 

from different newspapers. 

Table 1: Dataset Tags 

Country  Newspaper URL Tag 

Saudi Arabia Al Riyadh alriyadh.com 

Title, Title_URL 

Location, Author 

Article(Body), Date, Category  

Bahrain  Al Bilad  albiladpress.com 
Title_URL, short_description 

Title, Article(Body), Date 

Kuwait 

An-Nahar annaharkw.com 
URL, Date 

Title, Article(Body) 

Al-Alanba alanba.com.kw 
URL, Date, Title 

Article(Body), Source  

OMAN Alwatan alwatan.com 
URL, Date, Title 

Article(Body) 

Qatar Al Sharq al-sharq.com 

Title, Title_URL 

Article(Body) 

Location, Date 

UAE Al Watan alwatan.ae 
URL, Date, Title 

Category, Article(Body) 

https://www.alriyadh.com/search/srch?q=%D8%A7%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86&sort=date
https://www.alriyadh.com/search/srch?q=%D8%A7%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86&sort=date
https://www.alriyadh.com/search/srch?q=%D8%A7%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86&sort=date
https://albiladpress.com/search?q=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://albiladpress.com/search?q=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://albiladpress.com/search?q=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://www.annaharkw.com/SearchArticles.aspx?text=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://www.alanba.com.kw/newspaper/search.aspx?search=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://www.alanba.com.kw/newspaper/search.aspx?search=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://www.alanba.com.kw/newspaper/search.aspx?search=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://www.alanba.com.kw/newspaper/search.aspx?search=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://www.alanba.com.kw/newspaper/search.aspx?search=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://alwatan.com/?s=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://alwatan.com/?s=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://alwatan.com/?s=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://al-sharq.com/search/%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://al-sharq.com/search/%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://al-sharq.com/search/%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://al-sharq.com/search/%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://al-sharq.com/search/%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86
https://alwatan.ae/?s=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86&post_type=post
https://alwatan.ae/?s=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86&post_type=post
https://alwatan.ae/?s=%D8%A3%D9%88%D9%85%D9%8A%D9%83%D8%B1%D9%88%D9%86&post_type=post
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3.2      Annotation 

This paper considers classifying the article based on its title. Therefore, for each 

newspaper, ten titles were randomly chosen, along with their related article bodies. This 

step was taken to determine the category that describes the articles. Hence, in scanning the 

collected articles, it was found that each article could be classified into one of the five 

categories (statistics, vaccines, restrictions, economy and health) as described in Table 2. 

These five categories were specifically chosen based on their significance to the variant as 

well as their potential impact on the wider community. The native annotators were 

requested to evaluate the list of categories and share their thoughts on them. They 

collectively concurred that the five categories were fitting and inclusive enough to 

encompass the fundamental elements of the published articles. By conducting a validation 

step, the researcher ensured that his selection of categories truly represented the 

perspectives of native Arabic speakers and was not influenced by his own biases. This step 

enhanced the credibility of the category selection and improved the overall methodology 

and findings of the study.  

On the other hand, the annotation was completed manually by a native speaker using Table 

2 and the source of information. A second annotator annotated more than 60 random 

articles and titles to measure inter-annotator agreement. It has been shown using Cohen’s 

Kappa that there was a robust agreement of 80% for the tag category.  

Table 2: Annotation categories and descriptions. 

Category Description 

Statistics Number of infections, recovery cases and deaths 

Vaccine Information about vaccines and PCR 

Restrictions 
Quarantine/open–close events, football matches and 

flights 

Economy News related to oil and the economy  

Health Health information about Omicron and symptoms 

In addition, based on the given distribution presented in Fig. 2, the majority of the articles 

in the dataset are related to the health category at 35%, followed by the economy category 

at 22%. The statistics category is the third most common with 19%, while the vaccines and 

restrictions categories appear less frequently, accounting for 13% and 11% of the articles, 

respectively. The high percentage of articles related to health suggests that the public was 

highly concerned about the impact of the Omicron variant on public health. This is not 

surprising given that the Omicron variant is highly transmissible, and there was a lot of 

speculation about its potential impact on public health. The significant percentage of 

articles related to the economy suggests that the public was also concerned about the 

economic impact of the Omicron variant. This is likely because the Omicron variant's 

spread has resulted in many businesses shutting down or operating at reduced capacity, 

leading to job losses and financial insecurity. The relatively small percentage of articles 

related to vaccines and restrictions may suggest that the public had a relatively good 

understanding of vaccination strategies and government-imposed restrictions at the time 

the articles were published. It may indicate that these topics were not as high of a concern 

for the public as health and economic impacts. 
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Figure 2: Category distribution 

 

3.3      Pre-processing 

Text pre-processing is a crucial step for text classification, and it is strongly recommended 

when dealing with text collected from the web. Hence, pre-processing can reduce errors 

and enhance the accuracy of the classification [46]. Text pre-processing involves 

tokenisation, normalisation, and diacritics removal for Arabic texts. In this study, CAMeL 

Tools was employed to process the text by removing diacritics (such as ً , ُ ٌ ), removing 

punctuation and unifying different forms of the same letter (normalisation), for example, 

normalising ‘alef’, ‘alef marbuta’ and ‘alef maksura’ [47].  

4      Experiment   

After gaining certainty of the sufficiency and effectiveness of the collected dataset, the 

experiment was run in various configurations. This included the adopted n-gram features 

and the chosen classifiers. Hence, for each configuration, the performance measures (i.e., 

recall, precision, F1 score and accuracy) were utilised for the sake of the comparison. 

4.1      N-gram Features 

An n-gram is a sequence of consecutive symbols extracted from a long string. A symbol 

can be a character or a word [48]. Unigram refers to n-grams of length one. Bigram refers 

to n-grams of length two. Trigram refers to n-grams of length three, etc. N-grams of texts 

are extensively used in text mining and NLP tasks. Therefore, the n-gram methods were 

applied based on words and [2–4] characters in the experiment. 

4.2      Classification Algorithms  

Several ML classification algorithms have been performed to classify Arabic text. This 

experiment utilised three of the commonly used ML classifiers, namely the MNB classifier, 

SVM classifier and RF classifier. 

4.2.1      MNB Classifier 

MNB classifier is acceptable for discrete feature classification (e.g. word counts for text 

characterisation). The multinomial distribution typically requires whole-number element 

counts. In machine learning, the MNB algorithm is used in NLP. The algorithm depends 

on the Bayes theorem and identifies the tag of a text, such as a piece of newspaper article 
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or email. The MNB algorithm works with categorical input variables, as compared to 

numerical variables [49]. It is efficient at providing forecasting and identification data 

based on historical results. Some popular utilisations of MNB are for sentimental analysis, 

spam filtration and article classification. 

4.2.2      SVM Classifier 

SVM is a special linear classifier that depends on the margin maximisation rules. It 

implements structural risk minimisation, which works on the intricacy of the classifier, 

fully intent on accomplishing great generalisation execution [50]. SVM represents a set of 

supervised learning methods used for detection, classification, and regression. It is efficient 

for high-dimensional spaces but still viable in situations where the number of aspects is 

more noteworthy than the number of tests. There are many utilisations of SVM, including 

texture classification, inverse geo-sounding problems and speech recognition. 

4.2.3      RF Classifier 

RF is widely recognised as one of the most efficient and reliable classification algorithms 

in the field. Its robustness in handling both regression and classification tasks, even in the 

presence of large datasets, has been shown to yield highly accurate results. It is a ML model 

in which the defined DTs are determined in training time and outcomes of the predicted 

model by the individual trees [51]. RF can limit overfitting without increasing error to 

bias. Thus, it is a very powerful method [52]. 

 

5      Results and Discussions  

The rotation validation (k-fold cross-validation) technique was adopted and set in ten folds.  

After running the experiment, the results showed the effectiveness of character n-gram [2–

4] over word n-gram in terms, particularly when utilising MNB.  

Table 3 and Table 4 show the precision, recall, F1 score and accuracy for each classifier 

using 10-fold cross-validation. Accuracy is almost the same as the F1 score. 

Table 3: The experiment results for Word N-Gram. 

 Recall Precision F1 Score Accuracy 

MNB 80% 81% 80% 80.6% 

SVM 79% 80% 79% 79.2% 

RF 76% 77% 75% 76.0% 

 

Table 4: The experiment results for Character N-Gram [2-4]. 

 Recall Precision F1 Score Accuracy 

MNB 86% 87% 86% 86.8% 

SVM 84% 84% 84% 84.0% 

RF 77% 79% 77% 77.7% 

The RF produced a lower F1 score than the MNB and SVM, whereas the other two 

classifiers generated good results between 79% and 80% for word n-gram. In addition, 

using the character n-gram [2–4] improved the performance of the MNB by 6%. The MNB 

classifier achieved the best performance using the character n-gram, as shown in Figure 3. 
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(a) (b) 

  

(c) (d) 

Figure 3: The results of (a) recall, (b) precision, (c) F1 score, and (d) accuracy 

for MNB, SVM and RF in word n-gram and character n-gram 

There are multiple factors that could have contributed to the presented results.  

1- When facing the challenge of analysing the Arabic language, characterised by 

intricate vocabularies and numerous morphological variations, the usage of 

character n-grams can prove to be more effective than word n-grams in 

capturing crucial linguistic features. This approach allows the model to better 

comprehend the subtle intricacies of the language and enhance its overall 

performance. 

2- The MNB algorithm has demonstrated efficacy in handling high-dimensional 

text data, although it is predicated on the assumption that features are 

independent, which may not always hold true in real-world applications. 

Nevertheless, this algorithm frequently yields satisfactory results. In contrast, 

SVM and RF represent more intricate models that may necessitate greater 

amounts of data and hyperparameter tuning to achieve optimal performance. 

The results showed that the aim of this study has been achieved. Hence, through the 

proposed model, individuals can reach their desired and required publications (i.e., news 

and articles). For instance, an economist may be inclined towards articles that discuss the 

economic consequences of the pandemic, whereas an individual working in healthcare may 

find articles concerning the medical facets of the pandemic more relevant. Furthermore, 

the model can aid policymakers and researchers in comprehending the scope and 

characteristics of the pandemic and its impact on various domains. For example, through 
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the examination of news coverage and its classification, researchers and policymakers can 

detect areas that have not received enough attention and might require further investigation 

or resources. 

6      Conclusion and Future Directions 

This paper has contributed to creating a textual dataset for Arabic articles written in formal 

Arabian Gulf newspapers about the Omicron variant. Another contribution involves the 

development of a model capable of effectively categorising news articles into five distinct 

domains: statistics, vaccines, restrictions, economy, and health. The paper highlighted the 

methodology for creating the dataset and the opted techniques and algorithms (e.g., 

character n-gram, word n-gram, MNB, SVM and RF). The results showed the effectiveness 

of the followed methodology and how MNB outperformed the other classifiers. Moreover, 

the adoption of character n-gram [2–4] succeeded with a high F1 score as compared to 

word n-gram (>7% when using MNB, >5% when using SVM and >2% when using RF). 

The highest achieved accuracy in the whole experiment was 86.8% for MNB with 

character n-gram, and that was a good indication of the efficiency of the proposed model. 

The created model could prove invaluable in keeping individuals informed and up to date 

regarding the latest developments in these critical areas. 

On the other hand, it is worth noting that the results of this study may not be generalisable 

to all Arabic-speaking populations. This is because the dataset used in this study was 

collected from Arabic newspapers in the Gulf region, where there are many non-Arabic 

speakers living. As a result, the news articles may not entirely reflect the perspectives and 

concerns of the entire population (foreigners as well as citizens). Furthermore, the study 

only evaluated three ML classifiers, which may not be entirely representative of all 

possible classifiers. Future research could explore other classifiers to improve the accuracy 

of classification and ensure the robustness of the findings. 

In future work, it might be possible to collect non-Arabic articles on Covid-19 and analyse 

their most common topics, then compare the analysis with what has been achieved in this 

paper. Another direction is to do what has been done in this paper with other COVID-19 

variants or other epidemics, and then inspect the possibility of generalising the 

methodology of this study.  Furthermore, future research could explore other classifiers to 

improve the accuracy and robustness of the classification results. This could be done by 

comparing the performance of the classifiers used in this study with other ML algorithms 

or by employing deep learning models. By exploring different classifiers, it may be 

possible to achieve even higher accuracy in classifying Arabic news articles related to the 

Omicron variant. 
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