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Abstract 

     The volume of data which is freely available on the Internet in the field 
of e-marketing is constantly increasing. Much of this data concerns 
consumers' perceptions and opinions of organizations' goods or services 
and as such is of interest to market intelligence collectors in the field of 
marketing, customer relationship management and customer retention. 
Sentiment analysis is used to analyze customer sentiment, marketing 
campaigns and product evaluations. It helps e-commerce companies better 
understand their customers and what they think about a product or service 
and how they feel about it. This information can be used to make 
decisions about future products and services, marketing campaigns or 
customer service issues. Using artificial intelligence techniques such as 
machine learning, natural language processing and sentiment analysis, it 
will be possible to create and implement systems that can analyze 
consumer opinions and feedback on e-commerce platforms. In this 
context, the objective of this paper is to compare supervised machine 
learning models based on their performance metrics in order to define the 
best performing model for consumer sentiment analysis, using a dataset 
that concerns a women's clothing e-commerce store and focuses on the 
comments written by customers on their different products. 

     Keywords: Classification Algorithms, E-Commerce, Natural Language Processing, 
Product Reviews, Sentiment Analysis, Supervised Learning.  

1      Introduction 
Other customers' feedback is essential when it comes to making a decision, especially 
when there are multiple choices and significant resources involved [1]. For this, e-
consumers frequently refer to the previous experiences of buyers [2]. Because this 
information is unstructured, gathering public sentiment on a variety of topics has led to 
the evolution of the areas of opinion mining and sentiment analysis [3]. When a 
consumer wants to make a decision about buying a product a service, a large number of 
user opinions are available, but reading and analyzing them all is a tedious task. 
Similarly, when an organization seeks to gain feedback from the public or 
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commercialize its products, or to find new deals, forecast sales tendencies or even deal 
with its reputation, it is faced with a huge volume of accumulated customer reviews. 
Sentiment analysis technologies allow for the analysis of a vast array of available data 
and the extraction of customer sentiment that can ultimately help the customer and the 
organization meet their objectives [4]. Sentiment analysis is an area of computer 
science that examines people's views couched in text, where the research focuses on 
processing the text to identify the opinion data.  
Sentiment analysis, or opinion mining or emotion AI, is a technique in natural language 
processing (NLP) employed to evaluate if data is positive, negative, or neutral [5]. 
Sentiment analysis is commonly applied to textual data in an attempt to assist 
companies in monitoring brand and product insights from customer feedback and to 
understand the needs of their customers. Indeed, knowing the preferences of customers, 
i.e., the products they will recommend, is a major challenge for e-commerce 
organizations.  
For the sentiment analysis of online product reviews, this paper suggests supervised 
machine learning techniques: Random Forest, Logistic Regression, k-Nearest Neighbor, 
and Catboost Classifier. Data pre-processing, features extraction, and polarity or 
sentiment classifications are the three main steps of the proposed sentiment analysis 
study. 
This paper is organized as follows: the next section summarizes some related work. The 
different steps of our methodology are discussed in Section 3. The results are presented 
in section 4. And section 5 concludes the paper. 

2      Related Work 
Recent years have witnessed a wide range of studies interests in sentiment analysis and 
opinion mining [6]. This section covers a few of the several methodologies that can be 
recognized in sentiment analysis. 
The author in [7] proposed the TF-IDF and FPCDA phrase FE methodology for the 
sentiment analysis of product reviews. By considering the various lengths of the 
product reviews, the local patterns of the feature vectors were discovered by employing 
the OPSM bi-clustering algorithm. The Prefix Span was created to recognize frequent 
phrases and pseudo-consecutive phrases with a high level of discrimination and word-
order information. Additionally, the separation along with the discriminative ability of 
words were used to improve the Sentiment Polarity's ability to distinguish between 
different sentiments. The extraction of text features came next. The progression of 
experience and analogy results demonstrated an improvement in the opinion mining's 
performance on product review. Unfortunately, it provides inferior classification 
accuracy when extracting textual features. 
Authors in [8] used feature-specific sentiment analysis to investigate the product 
review. To determine the relationship between the features and the opinions they are 
linked with, a dependency parsing technique is applied. They created a system that 
gathers opinion expressions defining various prospective characteristics from reviews 
and extracts them. 
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A brief summary of the current topic modeling techniques, including LDA, CTM 
(Correlated Topic Model), and PAM (Pachinko Allocation Model), has been addressed 
in paper [9]. All of these techniques primarily concentrate on extracting the themes 
rather than the attitudes. 
The authors of [10] use hybridization techniques to categorize twitter data streaming 
based on sentiment analysis. The categorization of sentiment analysis uses the genetic 
algorithm, particle swarm optimization, and decision tree algorithm. 600 tweets are 
collected for sentiment analysis classification with the use of feature generation and 
URL-based security tools. By fusing the dimensional reduction technique with the 
logistics regression in principle component analysis, they developed feature extraction 
of data. Spammers on Twitter are found using an approach based on linear statistics. 
The sentiment polarity categorization procedure is used by the authors of [11] to depict 
a sentiment analysis system for product reviews. Three phases make up the entire 
process. Naive Bayesian, support vector machine, and random forest are the 
categorization techniques chosen. Phase 1 of the evaluation process involves removing 
objective content and extracting subjective content from the data. Perform POS tagging 
on the extracted content after extraction. Choose between the sentiment phases of 
negative of adjective (NOA) and negation of verb during phase 2 (NOV). also compute 
the sentiment score for the sentiment tokens. The feature vector for sentiment is 
constructed using the sentiment score formula. Phase 3's sentiment polarity 
categorization was the last step. 
In [12], authors created lexical integrated two-channel CNN-LSTM (Convolutional 
Neural Network Long Short-Term Memory) family models for sentiment analysis, 
which are deep learning-centered models for sentiment analysis. To create a sample of 
input data that had a reliable size and to develop the proportion of sentiment data in 
each review, the sentiment padding methodology was used. Sentiment padding solved 
the gradient disappearing issue that might arise when using '0' padding between the 
inputs layer and the first hidden layer. Premium lexicon components were developed 
for sentiment analysis to be used in the operation of sentiment padding. Numerous 
studies showed that providing a parallel "2 channel" model and sentiment lexicon 
information improved the accuracy of sentiment analysis. 
According to the approach suggested by the author in [13], a reviewer's credibility is 
determined by how closely or professionally he is connected to the product category 
under evaluation. 

3      Proposed Methodology 
In this study, we aim to predict whether the customer will recommend the product or 
not based on the text of the reviews, i.e., whether the customer appreciates it 
sufficiently to recommend it. Therefore, it is a binary classification problem (the target 
variable can take two values 0 or 1). To do so, the steps illustrated in the figure below 
(Fig.1) are followed: 
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Fig. 1: The study's pipeline 

3.1      Data set description  

The data set "E-Commerce Customer Reviews" used in our experiments is composed of 
the following variables: "Clothing ID", "Age", "Title", "Rating", "Review Text", 
"Recommended IND", "Positive Feedback Count", "Division Name", "Class Name", 
and "Department Name" (Fig.2).  

 

Fig. 2: E-commerce reviews data set 

3.2      Data pre-processing and exploration  

In this step, we removed the missing data from each variable. Group the product title 
variable with the comment text. Then we showed the distribution of the target variable 
"Recommend_IND" (Figure 3). We can notice that our data is not balanced because the 
majority of the customers recommend the purchased products (more than 80%). Next 
create a new variable that represents the length of each comment "Text_Length". And 
analyze the relationship between the text length variable and the target variable (Fig. 4). 
Then visualize the correlation between the target variable and the "Rating" variable 
(Fig.5, 6). Common Python libraries used to perform pre-processing tasks including 
"NLTK" (Natural Language Toolkit) and "RE" (Regular Expression) [14]. 
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Fig. 3: The pie chart's percentages for recommended and unrecommended products 
 

 

Fig. 4: The target variable vs. text length box plot 
 

 
Fig. 5: product rating bar plot 
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Fig. 6: The target variable vs. product rating 

3.3      Polarity analysis 

Polarity is a floating value that lies in the interval [-1,1] where 1 signifies positive 
feedbacks and -1 a negative one [15]. The distribution of the polarity score in the 
customers' reviews is shown in Figure 7. Where the majority of the comments are 
situated on the positive side of the graph [0,1]. 

 
Fig. 7: Reviews text polarity bar plot 

 

3.4      Text pre-processing 

In this phase, punctuation is removed (!"#$%&\'()*+,-./:;<=>?@[\\]^_`{|}~), and all text 
in the comments is converted to lowercase. Based on the values of the Text_Polarity 
variable two different sentiments can be derived. Positive sentiment is present if 
Text_Polarity is larger than zero. Conversely, a negative sentiment is present if 
Text_Polarity is less than zero (Fig. 8). 
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Fig. 8: Reviews text polarity and sentiment data set 

 

Fig. 9: Percentage of sentiments in relation to the target variable bar plot 

3.4      Stop-words, stemming, and lemmatization 

This step consists of removing regular expressions and stop words, stemming, and 
lemmatizing the text of the reviews. Stemming is the practice of removing the final few 
characters from a word, which frequently results in inaccurate spelling and meanings. 
By taking context into account, lemmatization reduces a term to its logical base form, or 
lemma [16]. 
Example: 

• Original : changing, arrived 
• Stemming : chang, arriv 
• Lemmatization : change, arrive 

3.4      Word-cloud analysis 

Finally, common words have been removed that do not affect the prediction of negative 
or positive reviews. The frequency of words is shown graphically in word-clouds. The 
size of the word in the created graphic increases in proportion to how frequently the 
keyword appears in the analyzed text reviews [17]. The positive word-cloud is 
represented in Figure 10 and the negative word-cloud in Figure 11. The final data set 
containing the updated version of the reviews and the target variable is shown in Figure 
12. 
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Fig. 10: Positive word-cloud 

 

 
Fig. 11: Negative word-cloud 

 

Fig. 12: Review text and the target variable data set 
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4      Experimental Results and Discussion 
4.1      Confusion matrix  
The outcomes of predictions on a classification task are summarized in a confusion 
matrix. Correct and incorrect predictions are highlighted and divided into classes. The 
result of predictions is compared with the real values. The representation of the 
confusion matrices is shown in Figure 13. True positives and false positives are denoted 
TP and FP, while false negatives and true negatives are denoted FN and TN. Where: 

- TP: The number of clients who have recommended a product (class 1), and 
whom the predictive model correctly predicted. 

- TN: The number of clients who did not recommended a product (class 0), and 
that the predictive model correctly predicted. 

- FP: The number of customers who did not recommended a product (class 0), but 
that the predictive algorithm identified as class 1. 

- FN: The number of customers who have recommended a product (class 1), but 
that the predictive model identified as class 0. 

 

 
Fig. 13: Confusion matrices of the models used 

4.2      Performance Indicators 

In the aim of evaluating the performance of the applied models or the prediction of 
customers’ product recommendation on the test set, we used different metrics, such as 
precision, recall, accuracy, and F1-score. They measure the ability of the predictive 
models to correctly predict the customer recommendation (0 or 1). The four indicators 
previously mentioned are calculated from the information captured using the confusion 
matrix. Where: 

- The recall is the ratio of true churners or true positives (TP), and is calculated as 
follows: 
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R = TP/(TP+FN)      (1) 
- The precision is the ratio of predicted correct churners, its formula is as follows: 

P = TP/(TP+FP)      (2) 
- The accuracy is the ration of the number of all correct predictions and is written 

as: 
A = (TP+TN)/(TP+FP+TN+FN)      (3) 

- The F-score is the harmonic mean of precision and recall and is written as 
follows: 

F1 = (2* Precision*Recall)/(Precision+Recall)      (4) 

 

Fig. 14: Accuracy, precision, recall and f1-score values of the models used 

4.3      AUC-ROC curve 

To illustrate the diagnostic capability of binary classifiers, a Receiver Operator 
Characteristic (ROC) curve serves as a graphical representation. Summarizing each 
classifier's performance into a single measure might be helpful when comparing 
multiple classifiers. Calculating the AUC, often known as the area under the ROC 
curve, is one such strategy [18]. The AUC works well in real-world scenarios as a broad 
indicator of predictive accuracy. The AUC-ROC curve for the models utilized is 
depicted in the figure below (Fig. 14). 

 

Fig. 14: AUC-ROC curve of the models used 
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4.4      Discussion 

The k-Nearest Neighbors model achieved an accuracy of 81.9%, but low precision, 
recall, and f1-score values. As well as having the lowest AUC score of 56.22% which 
reduced its prediction performance. 
The Random Forest model had the same accuracy as the k-Nearest Neighbors model 
but surpassed it in both accuracy 91% and AUC score 92.75%. 
The Catboost model had satisfactory values for accuracy (A=87.7%), recall (R= 
70.5%), precision (P=83.9%), f1-score (F1= 74.5%), and AUC score (AUC= 91.69%). 
It surpassed the two previous models k-Nearest Neighbors and Random Forest.  
However, the Logistic Regression model outperformed all the previous models in terms 
of performance indicators (A= 90%, R= 78.6%, F1= 81.4%), as well as an AUC score 
of 93.62%. which makes it at the top of the list followed by the CatBoost model. 

5      Conclusion and Outlook 
The use of customer feedback in e-commerce to gather information for customer 
relationship management is an interesting concept. The models proposed above 
achieved accuracy between 80% and 90%. The Logistic Regression model 
outperformed the other models in terms of confusion matrix parameters and AUC score. 
A further development of this model could include communication with the user to get 
more data about the customer or a particular product, in order to build a very powerful 
tool that will not only help consumers to make a good purchase decision but will also be 
a very interesting tool for customer relationship management. 
Future study is required to further improve the performance measurements. For any 
new applications that adhere to the principles of machine learning, sentiment analysis or 
opinion mining can be used. Even while the algorithms and techniques used for 
sentiment analysis are improving significantly and producing high-quality findings, 
many issues in this area of study are still open, and it might be challenging to spot fake 
reviews simply by reading them. Occasionally fake reviews are mistaken for legitimate 
ones and are altered so that no one can tell what their true intentions were. Therefore, 
the detection of fake reviews is another crucial area that calls for machine learning and 
deep learning approaches. 
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