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Abstract 

Forecasting exchange rate requires a model that can capture the 
non-stationary and non-linearity of the exchange rate data. In this 
paper, empirical mode decomposition (EMD) is combines with least 
squares support vector machine (LSSVM) model in order to forecast 
daily USD/TWD exchange rate. EMD is used to decompose 
exchange rate data behaviors which are non-linear and non-
stationary. LSSVM has been successfully used in non-linear 
regression estimation problems and pattern recognition. However, its 
input number selection is not based on any theories or techniques. 
In this proposed model, the exchange rate is decompose first by 
using EMD into several simple intrinsic mode oscillations called 
intrinsic mode function (IMF) and a residual. Permutation 
distribution clustering (PDC) is used to cluster the IMF and the 
residual into few groups according to their similarities in order to 
improve the LSSVM input. After that, LSSVM is used to forecast 
each of the groups and all the forecasted value is sum up in order to 
obtain the final exchange rate forecasting value where the best 
number of input for the LSSVM is determine by using partial 
autocorrelation function (PACF). The result shows that the modified 
EMD-LSSVM (MEMD-LSSVM) outperforms single LSSVM and 
hybrid model of EMD-LSSVM.  

Keywords: Exchange rate, forecasting, EMD, LSSVM, PDC. 
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1 Introduction 
Exchange rate is the conversion of one currency to another currency. Accurate 
forecast of exchange rate is important as the exchange rate affect the financial 
market maturation and development of economy. Both the academic communities 
and economic are much interest to the issues related to the exchange rate 
forecasting [1]. The appropriate way of exchange rate forecasting determined the 
success of many fund managers and business and also very useful to make 
investment in future.  
Many previous researchers have introduced various exchange rate forecasting 
techniques that based on artificial intelligence (AI) method [1]–[7]. Those 
methods can be categorized into linear or non-linear techniques. Among them, 
random walk, autoregressive integrated moving average model and artificial 
neural network are the most common techniques used. Khashei & Bijari [8]  and 
Khashei et al. [9] stated that one of the prominent models that have been widely 
used in time series forecasting such as exchange rate, economic and stock 
problems is ARIMA models where a model with the smallest number of 
parameter can be obtained to fit well data observed pattern. However, ARIMA 
models need large amount of data. Unfortunately, in real situations, small data 
sets should be used to forecast over short period of time. 

The introduction of support vector machines (SVMs) by Vapnik [10] has become 
the solution to the non-linear regression estimation problem. It is successfully 
been used in forecasting time series. Nevertheless, SVMs is very time consuming 
because it require complicated computational programming technique. Therefore, 
Least Squares Support Vector Machine (LSSVM) which is the novel SVMs has 
been introduced [11]. LSSVM is more straight forward in solving linear problem. 
LSSVM become an effective tool to model and forecast non-linear characteristic 
of time series data as it is capable to reach the non-linear system with high 
precision [12]. Years after the introduction of LSSVM, this model has been 
successfully used to solve forecasting problems in many fields such as stock price 
[13], stream flow [14] and water demand [12]. However, LSSVM best input 
number selection is not based on any theory or techniques [15]. The process to 
obtain the best number of input is done arbitrarily by starting with the smallest 
number of input until higher number of input. The number of input that gives the 
smallest error is selected as the best number of input for LSSVM. This manual 
process is very time consuming as we need to try the number of input one by one 
until the smallest error is obtained. It is crucial in obtaining the optimal number of 
input as it will affect the successful of the LSSVM. Research done by Lin et al. 
[16] using a hybrid EMD and least squares support vector regression (LSSVR) to 
forecast foreign exchange rate. Nevertheless, this study does not mentioned the 
technique or method used to select the best number of input for the LSSVR. 
Therefore, the best number of input in this paper is obtained by using partial 
autocorrelation function (PACF).  
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Many hybrid models have been proposed by the previous researchers to ensure 
more efficient AI and statistical models. In example, Pai & Lin [17] used hybrid 
ARIMA and SVMs model in forecasting stock price. He et al. [18] make 
prediction on exchange rate by using a slantlet denoising least squares support 
vector regression hybrid methodology. Yang & Lin [6]  combined EMD and 
neural network to forecast exchange rate. The results of these studies show that a 
hybrid model can defeat single models in forecasting time series. Furthermore, 
recent studies on hybrid models of LSSVM with other suitable techniques or 
models show that the hybrid model can outperform other single model [19], [20].  
Basically, these studies show that a hybrid model is developed to overcome the 
drawbacks of the single models and ensure that more accurate and effective model 
can be obtained to forecast time series data.  

Motivated by the successfulness of using hybrid model in forecasting time series 
data especially LSSVM, this study attempt to hybrid LSSVM with the 
“decomposition-and-ensemble” principle based on EMD where EMD will 
decomposed the non-stationary and non-linear behavior of the exchange rate data. 
Empirical mode decomposition (EMD) that has been founded by Huang et al. 
(1998) is a technique that decompose adaptive time series for non-linear and non-
stationary data by using the Hilbert-Huang transform (HHT). EMD is suitable for 
financial time series to find tendency of fluctuation where forecasting task is 
simplified into few simple forecasting subtasks [16]. EMD is effective to assist in 
designing forecasting models for various applications as it can reveal the hidden 
patterns and trends of time series [22]. This technique has been used in data 
analysis and forecast financial time series. However, the application of EMD in 
exchange rate forecasting is very few. There are very few direct application of 
EMD in forecasting financial market with high frequency data [23]. 

In tend to improve the input for the LSSVM that resulting from the decomposition 
of the original exchange rate data via EMD, a clustering technique which is 
permutation distribution clustering (PDC) is implemented with the goal to reveal 
an inherent but latent structure of the data set through partitioning the data set into 
several groups. Bandt & Pompe [24] has introduced PDC to cluster time series 
that it is a complexity-based approach that interpret its entropy as a univariate 
time series complexity measurement. Analysis of data set complexity from 
various fields has been successfully done by using permutation entropy including 
engineering [25], geology [26] and medicine [27]. Brandmaier [28]  stated few 
advantages of the permutation distribution which are possession of phase 
invariance, robust to slow drift in signal and invariant to all monotonic 
transformation of the underlying time series. Other than that, comparison of time 
series of varying length is allowed due to permutation distribution’s compressed 
representation. Since the original data has been decomposed into several IMF 
components and one residual by EMD, clustering would be an effective technique 
to formalize their similarity and clustering the component based on their 
similarities by calculating their dissimilarity matrices. 
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In this paper, EMD and LSSVM are used to forecast USD/TWD exchange rate 
which can overcome the limitations of non-stationary and non-linearity by 
considering that the accuracy of proposed model will increase through the 
decomposition of exchange rate data. The input of the LSSVM will improve by 
applying PDC to the IMFs and residual resulting from EMD process where PDC 
will clustering them into few groups based on their similarities. The proposed 
model which is named as MEMD-LSSVM is compared with single LSSVM and 
hybrid of EMD-LSSVM. It shows that MEMD-LSSVM outperform the other 
models by providing more accurate results. 

2  Methodology 

2.1     Empirical Mode Decomposition (EMD) 

N.E. Huang et al  in 1998 has found empirical mode decomposition that used the 
Hilbert-Huang transform (HHT) to decompose adaptive time series for non-linear 
and non-stationary data into several intrinsic mode oscillations called intrinsic 
mode function (IMF). The original signal’s characteristic information at different 
time scales contain in the IMF. Therefore, this has encouraged this study to use 
EMD technique to improve the forecasting model’s input structure and forecasting 
performance due to its suitability to exchange rate data nature which are non-
linear and non-stationary. IMF should satisfied two conditions [21]. First, the 
number of the number of extrema and zero-crossings must be either differs at 
most by one or equal. Second, the envelope’s mean value defines by local minima 
and maxima should be zero at any point. The decomposition of the time series 
data is according to the following procedure : 

i) Identify all the local minima and maxima of the time series data 푚(푡). 
ii) Get the lower envelope 푚 (푡) and upper envelope 푚 (푡)  of the 푚(푡). 
iii) Calculate the first mean value µ1(t), that is, µ1(t)  = (푚 (푡)  + 푚 (푡)) / 2. 
iv) Evaluate the difference between the original time series m(t) and the mean 

time series µ1(t). The first IMF 푞 (푡) is defined as 푞 (푡) = 	푚(푡) −	휇 (푡). 
v) Check whether 푞 (푡) satisfies the two conditions of an IMF property. Steps 

(i) - (iii) are repeated if the two conditions are not satisfied in order to find 
the first IMF. 

vi) Once the first IMF is obtained, the above steps are repeated in order to 
find the second IMF until the final time series 푒(푡) which is a residual 
component is reach that fulfill the termination criteria which suggest 
stopping the decomposition procedure. 

The original time series 푚(푡) can be obtained by the summation of all the IMF 
components including the one residual component as Eq.(1) as follows : 
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                         풎(풕) = ∑ 풒풊(풕) + 풆풎(풕)풏
풊 ퟏ                                              (1) 

2.2     Least Squares Support Vector Machine (LSSVM) 

Least squares support vector machine is a novel approach of the support vector 
machines (SVMs) that was developed by Johan et al. [11]. Through the upper 
bound of the generalization error minimization, the over-fitting problem can be 
managed by the SVMs since it is established on the structural risk minimization 
(SRM) [29]. Nevertheless, it is time consuming when using SVMs because of the 
usage of quadratic programming during training process. Hence, a more straight 
forward approach in solving linear problem has been introduced. 
Two important aspects that determine the successful of the LSSVM although it is 
the simplification of the SVMs procedure are choose a kernel function and 
determine the kernel parameters. A proper selection of LSSVM free parameter 
must be done through a methodology so that the LSSVM can get regression that 
robust to the noisy conditions and the user knowledge regarding the effect of the 
free parameters values in the problem studied [30]. 

Given a training set 푥 , 푦 , 푖 = 1,2,3, … , 푙 . The input data is represented by 푥  
while the output data is represented by 푦 . The regression function defined by 
LSSVM is : 
 

푚푖푛퐽(푤, 푒) = 푤 푤 + 훾 ∑ 푒               (2) 

subject to 

푦 = 푤 ∅(푥 ) + 푏 + 푒 , 푖 = 1,2,3, … , 푙             (3) 

The weight vector is represented by 푤 , the penalty parameter is 훾 , the 
approximation error is 푒 , the non-linear mapping function is ∅(	) and the bias 
term is 푏. Construct the corresponding Lagrange  function by 

퐿(푤, 푒, 푥, 푏) = ∫(푤, 푒)− ∑ 훼 푤 ∅(푥 ) + 푏 + 푒 − 푦             (4) 

The Lagrange multiplier is 훼 . Through differentiate partially with respect to 푏,	 
푤 , 푒  and 푥 , the solutions can be produced by using Karush-Kuhn-Tucker 
(KKT) : 

⎩
⎪⎪
⎨

⎪⎪
⎧ = 0 → 푤 = ∑ 훼 ∅(푥 )

= 0 → ∑ 훼 = 0

= 0 → 훼 훾푒

= 0 → 푤 ∅(푥 ) + 푏 + 푒 − 푦 = 0

             (5) 
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The following equations can be obtained after the elimination of  푒  and 푤  

푏
푥 = 0 퐼

퐼 Ω + 훾 퐼
0
푦                (6) 

Where 퐼 = [1,1, … ,1] , 푦 = [푦 , 푦 , … , 푦 ]  and 훼 = [훼 ,훼 , … ,훼 ] . Mercer 
condition is applied to matrix Ω  with Ω = ∅(푥 ) ∅(푥 ),푘,푚 = 1,2,3, … , 푙 .  
The LSSVM regression is get from  

푦(푥) = ∑ 푥 퐾(푥, 푥 ) + 푏               (7) 

The kernel function is represented by 퐾(푥, 푥 ). 

Two parameters of LSSVM are the kernel parameter, 휎  and the margin 
parameter, 	훾 . The optimized value of these parameters is needed and can be 
obtained through the parameter optimization process. It is important to guarantee 
that a well performed and accurate model can be obtained. These parameters’ 
values will affect the generalization and training capability of LSSVM [31].  
Theoretical technique and cross-validation (CV) in grid search are the frequent 
approaches in the optimization of LSSVM [29]. The potential shortcomings of the 
trails and error method can be overcome by grid search method [14].  

2.3    Permutation Distribution Clustering (PDC) 

Briefly, the occurrence probability of certain patterns of the ranks of value in a 
time series is assigns by permutation distribution [24]. Subsequences of a fixed 
length, 풎,is resulting from the partitioning of the time series that also called as 
embedding in 풎 -space. The embedding can be time-delayed with delay t in order 
to calculate the permutation distribution on a coarser time scales. Calculation of 
the value’s rank is done for each of the subsequence for example the observed 
values sorting’s by product. The distinct rank pattern relative frequency is counted 
to obtain the permutation distribution. This is also called as ordinal pattern. 
Identification of each possible rank pattern can be made by a permutation of the 
values 0 to 풎−ퟏ. 

Given a time series 풀 = 	 {풚(풊)}풊 ퟎ
푻 , sampled at equal intervals with 풚(풊) 	 ∈ 푹, the 

time delayed embedding of this time series into an 풎-dimensional space with 
time delay t, is 풀′ = 	 [풚(풊),풚(풊+ 풕),풙(풊+ ퟐ풕), … ,풚(풊 + (풎− ퟏ)풕)]풊 ퟎ

푻′  with a 
total of 푻′ = 푻 − (풎−ퟏ)풕 elements. Computation of the permutation of indices 
from 0 to (풎−ퟏ)  that puts the 풎  values into sorted order can produce the 
ordinal pattern for an element 풚′ ∈ 풀′. The original order relative to two elements 
풚′(풊),풚′(풋), 풊 ≠ 풋 will be kept if they have the same value. There are 풎! distinct 
ordinal patterns since 풎! unique permutations of length 풎. 

Let II(풚)  be the permutation that an element 풚	 ∈ 푹풎  undergoes when being 
sorted. The permutation distribution of 풀′ is 
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푝 = 	 #{ ∈ | ( ) }
                          (8) 

In the permutation distribution, the time series frequency of unique patterns is 
simply represented by the distribution and discarded the ordinal patterns’ temporal 
order. The Shannon entropy of the probability distribution P defines the 
permutation entropy of order 푚 ≥ 2 as introduced by Band & Pompe [24] : 

퐻(푃) = −∑ 푝 푙표푔푝∈                                                                          (9) 

Where 푆  is the set of all 푚-permutations. 

The divergence between probability distributions is commonly measured by the 
Kullback-Leibler (KL) divergence or also known as relative Shannon entropy in 
calculating the relative permutation entropy as relative complexity index. 
Nevertheless, the KL divergence is not a metric since it violates the triangle 
inequality. Therefore, the permutation distribution of time series is embedded into 
a metric space by applying the squared Hellinger distance. The Euclidean norm of 
the difference of the square root vectors of the discrete probability distribution is 
equal to the squared Hellinger distance, up to scaling. Let two permutation 
distribution is represented by 푃 = (푝 , 푝 , … , 푝 )  and 푄 = (푞 ,푞 , … , 푞 ) . The 
squared Hellinger distance is : 

퐷(푃,푄) =
√ √푃 − √푄                                                                                  (10) 

The KL divergence’s Taylor approximation’s mean can produced the Squared 
Hellinger distance. Due to bounded between zero and one, non-negative, 
symmetric and satisfies the triangle inequality, it is a metric. A distance matrix 
that can be fed to a clustering algorithm of the researcher’s choice is form by the 
pairwise squared Hellinger distance between the set of permutation distribution. 
The clustering method that has been chosen is sequential agglomerative 
hierarchical non-overlaping clustering. A cluster will be assign for each time 
series at first. Construction of cluster through merging cluster based on a 
dissimilarity measure is iterated until only single top cluster left. Resulting to a 
hierarchy of clusters. The calculation of the distance between sets of time series is 
done by the complete linkage method if not stated which is defined as the 
dissimilarity between two cluster 퐶  and 퐶  : 

푑 퐶 ,퐶 = ∈ , ∈ 퐷(푥, 푦)                                                                  (11) 

A dendrogram visualized the binary obtained that represent the tree with branch 
height that shows the distance between clusters. 
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3 Data 
The data set that is used in this study is the daily exchange rate of United States 
Dollar to New Taiwan Dollar (USD/TWD) starting from July 2005 until 
December 2009 with a total of 1131 observations. This data is collected from 
Board of Governors of the Federal System. Fig.1 below shows the graph of the 
exchange rate over time. The graph shows that the exchange rate data is non-
linear as it does not follow a straight line. Besides that, it also shows that it does 
not have constant value over time that indicates it as non-stationary. In this study, 
the sample data is partitioned into two parts which are the first part is for training 
set and the second part is for testing set. The data from 1 July 2005 to 9 February 
2009 (905 observations) are used as training data set while the remaining data 
from 10 February 2009 to 31 December 2009 (226 observations) are used as 
testing data set. Training set is used for modeling and the testing set is used to 
evaluate the performance of the models. 

 
 
 
 
 
 
 

 
 

 
 
 
 
 
 

Fig.1: The daily USD/TWD exchange rate graph 

4 Proposed MEMD-LSSVM Model 
Fig.2 below shows the development of MEMD-LSSVM model in forecasting the 
exchange rate.  
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Fig.2: Development Process of EMD-LSSVM Model 

 
Based on the figure above, three phases involve in the development process of 
EMD-LSSVM. Phase 1 is implementing the EMD technique where the 
decomposition of the original exchange rate data into several IMF components is 
occur. n represents the number of IMF components. There are several IMF 
components and one residual produced.  

Training and forecasting each of the IMF components and the residual by using 
LSSVM occurred during Phase 2. Permutation distribution clustering (PDC) 
which is a complexity-based approach to cluster time series is implemented before 
the training process in order to group all the IMF components and the residual into 
several groups based on their similarities. After that, LSSVM is used to train and 
forecast each of the groups. The best number of input for the LSSVM is identified 
by using partial autocorrelation function (PACF) during training process based on 
the PACF graph of each of the groups.  

The forecasting value of each group is sum up together in order to obtain an 
ensemble of the original exchange rate forecasting value. The actual exchange rate 
value is compared to the forecasting results. The second trial will start at Phase 2 
where the IMF and the residual will be grouped again but this time into different 
number of groups from the previous trial. Then, the next steps are the same as the 
first trial where the total value will be trained and forecasted using LSSVM and 

Exchange rate data 

IMF1 IMF2 IMFn Residual 

Forecasting value of exchange rate 

Forecast the value of each group resulting 
from PDC 
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during Phase 3, sum up the forecasting value of each of the group. There will be 
few trials that involved the iteration of Phase 2 and Phase 3 until the best 
forecasting result can be obtained. 

4.1    Model Performance Measurement 

Mean absolute error (MAE), root mean square error (RMSE) and mean absolute 
percentage error (MAPE) that widely used to evaluate the result of time series 
forecasting are used to measure the performance of the proposed model. These 
performance evaluations are the error between the actual value and the predicted 
value. Then, the performance of the proposed model is compared with LSSVM 
and hybridization of EMD and LSSVM (EMD-LSSVM) to show that the 
proposed model can forecast more accurate than the other models that do not 
implement PDC. The model that gives the smallest value of MAE, RMSE and 
MAPE is the best model. The calculation for these performance measurements are 
as follows: 

푅푀푆퐸 = 	 ∑ (푦 − 푓(푥 ))             (12  

  
푀퐴퐸 = 	 ∑ |푦 − 푓(푥 )|              (13) 

푀퐴푃퐸 = 	 ∑ ( )              (14) 

Where the actual value is represented as 푦 , the predicted value is represented as 
푓(푥 ). 

5 Experimental Results and Discussions 
 

In the proposed model, EMD is applied to the exchange rate data in order to 
decompose the original data into few IMF components and one residual. Fig.3 
below shows the decomposition result of the original exchange rate data where the 
total number of IMF produced are eight and one residual. The IMF components 
produced starting from the highest to the lowest in term of their frequency.  
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Fig.3: Decomposition of USD/TWD exchange rate via EMD 
 

After the decomposition of the original exchange rate via EMD, PDC is applied 
for clustering all the IMF components including the residual into several groups 
based of their similarities. It is one way to improve the input for the LSSVM. In 
this study, the IMFs and the residual are clustered into 2, 3, 4 and 5. Table 1 
shows the list of cluster including the component in group of each cluster.  

Table 1 : List of cluster 
No. of Cluster Components 

2 G1 = {imf1 - imf2} 
G2 = {imf3 – residual} 

3 G1 = {imf1} 
G2 = {imf2} 
G3 = {imf3 – residual} 

4 G1 = {imf1} 
G2 = {imf2} 
G3 = {imf3 – imf5} 
G4 = {imf6 – residual} 

5 G1 = {imf1} 
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G2 = {imf2} 
G3 = {imf3} 
G4 = {imf4 – imf5} 
G5 = {imf6 – residual} 

Firstly, all the components are clustered into 2 clusters before the LSSVM 
forecasting model is build. One of the important steps in forecasting using 
LSSVM is to determine the best number of input as it will affect the performance 
of the LSSVM. The best number of input is identified based on the PACF graph 
by using training data set as studied by Guo et al. [22]. The PACF graph plots the 
PACF against the lag length. Assume that xt is the output variable and the PACF 
graph shows that the partial autocorrelation is out of the 95% confidence interval 
at lag i, therefore xt-i is one of the input for the LSSVM. Fig.4 below shows PACF 
of original data and group for 2 cluster. The input variable for the other cluster is 
shown in Table 2. 

Fig.4: PACF graph of original and group for 2 cluster 
 

Table 2 : Input variables for LSSVM 
No. of 
Cluster 

Components Input Variables 

2 G1 = {imf1 - imf2} 
G2 = {imf3 – residual} 

{ xt-1 - xt-6 , xt-8} 
{ xt-1 - xt-4} 

3 G1 = {imf1} 
G2 = {imf2} 
G3 = {imf3 – residual} 

{ xt-1 , xt-2 , xt-4 - xt-6} 
{ xt-1 - xt-4 , xt-7} 
{ xt-1 - xt-4} 

4 G1 = {imf1} 
G2 = {imf2} 
G3 = {imf3 – imf5} 
G4 = {imf6 – residual} 

{ xt-1 , xt-2 , xt-4 - xt-6} 
{ xt-1 - xt-4 , xt-7} 
{ xt-1 - xt-5 , xt-7 , xt-8} 
{ xt-1 - xt-3} 

5 G1 = {imf1} 
G2 = {imf2} 
G3 = {imf3} 
G4 = {imf4 – imf5} 
G5 = {imf6 – residual} 

{ xt-1 , xt-2 , xt-4 - xt-6} 
{ xt-1 - xt-4 , xt-7} 
{ xt-1 , xt-2 , xt-4 - xt-8} 
{ xt-1 - xt-6 , xt-8 - xt-12} 
{ xt-1 - xt-3} 
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LSSVM is used to train the data once the best number of input is obtained based 
on the PACF graph plot. The optimization of LSSVM parameter which are kernel 
parameter,흈ퟐ and the margin parameter,	휸 is needed for each of the group during 
the training process so that the best parameter for the LSSVM can be obtained. 
The kernel function that has been chosen is Gaussian radial basis function (RBF) 
for its good performance than other kernel function. The parameter optimization is 
important to ensure better performance for the LSSVM. The generalization and 
training capability of LSSVM is affected by the value of these parameters [31]. 
Referring to the previous researcher’s work, cross validation method and grid 
search algorithm has been used. 10-fold cross validation was performed to 
overcome parameter sensitiveness [12]. After the best parameters are obtained, 
they are used for LSSVM for prediction of the training data set. Lastly, prediction 
using the testing data set is performed and the forecasting value of each group is 
summed up in order to get the exchange rate forecasting value. Then, the error 
between forecasting value and the actual value is calculated according to the 
performance measurement. The phases starting from implementing PDC to all the 
IMF components and the residual until forecasting using LSSVM are repeated but 
by using different number of cluster. Those repetitive phases are continuing 
processes until the best forecasting result is obtained. The best forecasting result 
obtained in this study is when the number of cluster is 4.  
The comparison between the proposed model with single LSSVM and hybrid 
model of EMD-LSSVM are made to ensure the capability of the proposed model 
to perform better in forecasting exchange rate data. The forecasting performance 
of the proposed MEMD-LSSVM model and the other two models on exchange 
rate data are shown in Table 3.  

Table 3 : Performance of three forecasting models 
Models MAE MAPE RMSE 
LSSVM 0.094884 0.002858 0.152186 

EMD-LSSVM 0.060132 0.001814 0.08771 
MEMD-LSSVM 0.059315 0.001789 0.085682 
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It is clearly shown that MEMD-LSSVM produce better results than LSSVM and 
EMD-LSSVM models where it gives the smallest error value in term of MAE, 
RMSE and MAPE. Comparing those three forecasting models, single LSSVM be 
at the last rank and EMD-LSSVM better than LSSVM. Based on this result, no 
doubt that the decomposition technique by using EMD is efficient to improve the 
performance of forecasting model because the non-linear and non-stationary 
behaviors of the exchange rate data have been decomposed and the hidden 
patterns can be reveal and understood. The benefit of using EMD is its suitability 
in decomposing non-stationary and non-linearity of exchange rate data. However, 
the studies on how to improve the existing forecasting models have never been 
stop. Therefore, this study tends to apply another approach that can improve the 
input for the forecasting model through clustering.  

The implementation of PDC to the decomposition result of the exchange rate data 
via EMD make the performance of the forecasting models improved. PDC can 
reveal inherent but latent structure of the dataset and grouping them. The 
determination of best input for LSSVM by using PACF promises that only the 
needed inputs that contribute to the forecasting model is chosen. Therefore, only 
meaningful inputs to the LSSVM are given. Through specific technique used, we 
can ensure that the accurate input is chosen to be provided to LSSVM and can 
avoid human error while doing it manually. As a result, the forecasting model 
prediction performance will be improved. Besides that, time to identify the best 
input can be saved instead of manually identify them one by one starting from 
smallest number of input until higher number of input.  
A good forecasting model that can predict the future values accurately is 
important to ensure that the forecasting result can be used as knowledge, source 
and information in making plan or decision for the growth of our country’s 
economy. Planning can be made by the economist in order to overcome any 
possible effect or outcome based on the predicted exchange rate values. This can 
prevent our country’s economy from facing major loss. In case of exchange rate, 
we can predict tomorrow’s value of exchange rate by using today and previous 
values. The predicted values of exchange rate resulting from the proposed method 
can be used as a basis to make investment in future. Therefore, our economist and 
trader can make decision whether they can make profit or they will loss based on 
the forecasting results and also enhance their trading strategy to manage potential 
risk of loss. The results can also being used as the evaluation of the risks and 
benefits attached to the environment of the international business. Other than that, 
as our country is doing imports and exports, the exchange rate’s movement can be 
very crucial as it will affect the demands for imports and exports. Therefore, the 
economist can make plan ahead to deal with any possible situation. This indicates 
that the exchange rate prediction by the proposed method can become useful 
information in helping the development of our country’s economy.  
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6 Conclusion 
A modified EMD-LSSVM model for exchange rate forecasting is developed in 
this paper. The empirical results shows that with the implementation of 
decomposition strategy via EMD to the exchange rate data, the non-linear and 
non-stationary behavior of the exchange rate data can be address effectively and 
the hidden pattern of the data can be reveal for better understanding resulting in 
improving the forecasting accuracy. This can be proved with better forecasting 
result produced by EMD-LSSVM compared to LSSVM. The implementation of 
PDC in clustering the IMFs and residual resulting from EMD into several groups 
shows that the proposed MEMD-LSSVM model outperforms LSSVM and EMD-
LSSVM. Thus, it can be concluded that PDC give contribution to improve the 
input for LSSVM in this proposed MEMD-LSSVM 
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