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Abstract 

     This paper provides a solution for forecasting high dimensional 
time series, in the case of currency circulation in Indonesia. 
Currency circulation data are divided to currency inflow and 
outflow. Each of them are treated as hierarchical time series 
separately. The top-down method is applied based on historical 
proportion, thus only the total series of inflow and outflow need to be 
modeled. We have compared the implementation of some time series 
models in top-down forecasting, including Naïve, decomposition, 
Winters’, ARIMA, and two levels ARIMAX with Eid al-Fitr effect. 
Each model was specified with varying type of proportion and 
historical period for calculating the proportions. The results showed 
that the best method is top-down method with historical proportions 
type 2 that use the forecast of Naïve method. The proportions are 
best calculated by using historical data from the last 12 months. 

     Keywords: currency circulation, hierarchical time series, top-down, historical 
proportion. 

1      Introduction 

Currency circulation data in Indonesia are recorded by 40 branch offices of Bank 

Indonesia. The data can be considered as high dimensional multivariate time 

series because they are correlated among series. The use of multivariate method 

such as vector autoregressive (VAR) and space-time autoregressive (STAR) are 

difficult to be implemented on high dimensional data because there will be many 

parameters to be estimated. However, using univariate method for forecasting 

each series will not be able to capture the effect of corresponding series, moreover 

it needs hard efforts to specify each model individually. Therefore, in this paper, 

we provides efficient solution by considering the data as a hierarchical time series. 
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There are some forecasting methods for hierarchical time series, such as bottom-

up, top-down and optimal combination. Previous studies have been conducted to 

evaluate the performance of those methods [1, 2, 3]. The most efficient 

hierarchical forecasting method is top-down method based on historical 

proportion. This method involves forecasting the completely aggregated series, 

and then disaggregating the forecast based on the proportions. Top-down method 

will be very useful, especially when the aggregated series is made up of 

components that have similar patterns of variation [4].  

However, top-down method will give varying results according to the type of 

proportion and length of historical series used for proportion calculation. This 

study will find the best combination of those properties. For forecasting the total 

series, we implemented some time series models, such as Naïve, decomposition, 

Winters’, ARIMA, and two levels ARIMAX with Eid al-Fitr effect. The 

performance of methods are evaluated based on the out-of-sample root mean 

squared error (RMSE). 

2      Data 

The data used in this study are secondary data obtained from Bank Indonesia. The 

data are monthly currency inflow and outflow, which are analyzed separately. All 

series are divided into in-sample data for modeling and out-of-sample data for 

model selection and performance evaluation. The in-sample data are from January 

2003 until December 2013, and the out-of-sample data are from January until 

December 2014. Both data have the same hierarchical structure with two levels 

(K=2), and mK = 40 is the number of series at the bottom level. On Fig. 1, the 

location of branch offices are pointed by the red star symbol, and corresponding 

islands are marked by different colors. 

 

Fig. 1: Bank Indonesia’s office location map. 

The “level 2” series are the inflow and outflow at each branch offices of Bank 

Indonesia. The “level 1” series are the aggregation of “level 2” series based on the 

corresponding islands as seen on Fig. 1, and the “level 0” series are the most 

aggregated data, which are the national inflow and outflow. The structure of the 

hierarchy is shown on Fig. 2. 
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Table 1: Hierarchical structure of currency inflow and outflow data 
Level i Series Notation Number of series 

0 1 Indonesia Y1,t 1 

1 

2 Jakarta Y2,t 

6 
3 Sumatera Y3,t 

   
7 Sulampua Y7,t 

2 

8 Jakarta Y8,t 

40 
9 Aceh Y9,t 

   
47 Papua Y47,t 

Indonesia

Jakarta Sumatera Jawa Balinusra Kalimantan Sulampua

- Aceh

- Lhokseumawe

- Sumatera Utara

- Sibolga

- Pematang Siantar

- Bengkulu

- Jambi

- Sumatera Barat

- Riau

- Kepulauan Riau

- Sumatera Selatan

- Lampung

- Jawa Barat

- Tasikmalaya

- Cirebon

- Jawa Tengah

- DI Yogyakarta

- Solo

- Purwokerto

- Tegal

- Jawa Timur

- Malang

- Kediri

- Jember

- Bali

- Nusa Tenggara Barat

- Nusa Tenggara Timur

- Kalimantan Selatan

- Kalimantan Barat

- Kalimantan Timur

- Kalimantan Tengah

- Balikpapan

- Sulawesi Selatan

- Sulawesi Tengah

- Sulawesi Utara

- Sulawesi Tenggara

- Maluku

- Maluku Utara

- Papua

- Jakarta

 
Fig. 2: Hierarchical structure of currency inflow and outflow data. 

The hierarchical structure of currency inflow or outflow data can be written in 

matrix notation as: 

 
,t K tY SY  (1) 

where: 

1, 2, 47,[ ]t t t t
Y Y Y Y  

8, 9, 47,[ ]K t t t
Y Y Y Y  

, ,1 ,2 ,[ ]i t i i i nY Y YY  

and S is the summing matrix that satisfies Equation 1, which is: 
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3      Top-down Method 

The final forecast of hierarchical forecasting is obtained by using the following 

equation [1] 

 ˆ( ) ( )n nl lY SPY  (2) 

where ˆ ( )n lY  is the individual l step ahead forecast at all hierarchy level, and P is 

the proportion matrix based on the hierarchical method used. For top-down 

method, the proportion matrix is: 

 
( 1)[ | ]

Km m  0P p  (3) 

where 
1 2[ , ,..., ]

kmp p p p  is a set of proportions of the bottom level series [1]. 

This P matrix will disaggregate the top level forecast to forecasts the bottom level 

series.  

There are two types of historical proportions. The first one is named as top-down 

historical proportions 1 (TDHP-1) that considers: 

 
,

1 Total,

1 n
i t

i

t t

Y
p

n Y

   (4) 

whereas the second one is named as top-down historical proportion 2 (TDHP-2) 

that considers: 

 
, Total,

1 1

n n
i t t

i

t t

Y Y
p

n n 

  . (5) 

4      Forecasting Methods for Total Series 

This section explain the methods used for forecasting currency inflow and outflow 

of Indonesia. The methods are including Naïve, Decomposition, Winters’, 

ARIMA, and two levels ARIMAX with Eid al-Fitr effect. 

4.1      Naïve Model 

Naïve model assumes that the recent periods are the best predictors of the future. 

Naïve model for stationary data is: 

 
1

ˆ
t tY Y  . (6) 

Naïve model for trend data is: 

 

 

1 1 2

1 1 2

ˆ ( ),  or

ˆ .

t t t t

t t t t

Y Y Y Y

Y Y Y Y

  

  

  


 (7) 
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Naïve model for seasonal data is: 

 ˆ
t t sY Y  . (8) 

Naïve model for data with trend and seasonality is: 

 
2

ˆ ( )t t s t s t sY Y Y Y      (9) 

where Yt the time series value at period t, ˆ
tY  is the forecast for 1 period ahead and 

s is the length of seasonality. 

4.2      Decomposition Method 

The general mathematical representation of decomposition approach is [5]: 

 ( , , )t t t tY f S T E  (10) 

where: 

Yt the time series value at period t, 

St is the seasonal component at period t, 

Tt is the trend component at period t, and 

Et is the irregular component at period t. 

Decomposition methods can assume an additive or multiplicative model and can 

be in varying forms. For example, the decomposition method of simple averages 

assumes the additive model 

 t t t tY S T E    (11) 

whereas the ratio-to-trend method uses a multiplicative model 

 t t t tY S T E   . (12) 

4.3      Winters’ Method 

Winters’ method can assume an additive or multiplicative model. The basic 

equation for Winters’ additive method is [5]: 

 ˆ
t m t t t s mY L b m S      (13) 

where: 

1 1( ) (1 )( )t t t s t tL Y S L b         

1 1( ) (1 )t t t tb L L b       

( ) (1 )t t t t sS Y L S       
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ˆ
t mY 

 is the forecast for m periods ahead, s is the length of seasonality, Lt 

represents the level of the series, bt denotes the trend, and St is the seasonal 

component. 

The basic equation for Winters’ multiplicative method is: 

 ˆ ( )t m t t t s mY L b m S     (14) 

where: 

1 1(1 )( )t
t t t

t s

Y
L L b

S
   



     

1 1( ) (1 )t t t tb L L b       

(1 )t
t t s

t

Y
S S

L
     . 

4.4      ARIMA Model 

ARIMA model is a flexible time series model that can capture the effect of 

autoregressive (AR) and moving average (MA). This model can be applied both 

for non-seasonal or seasonal data and for stationary or non-stationary data. The 

general form of ARIMA (p,d,q)(P,D,Q)s model is: 

 
( ) ( )

( ) ( )(1 ) (1 )

s

q Q

t ts d s D

p P

B B
Y a

B B B B








  
 (15) 

where: 

2

1 2( ) (1 .. )p

p pB B B B       
 

2

1 2( ) (1 ... )q

q qB B B B       
 

2

1 2( ) (1 ... )s s s Ps

P PB B B B     
 

2

1 2( ) (1 ... )s s s Qs

Q QB B B B     
 

B is the backshift operator, s is the seasonal period, at is a white noise process 

with zero mean and constant variance, t = 1,2,...,n, and n is the number of 

observation [6]. 

4.5      Two Levels ARIMAX Model 

ARIMAX model is an ARIMA model with the addition of exogenous variables 

[7]. In case of modelling the effect of calendar variation by Eid al-Fitr, the inputs 

of ARIMAX can be dummy variables representing the presence of Eid al-Fitr in 

certain month. The general form of the first level model is: 
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
  




  

   

 

 (16) 

where ,m tM  is the dummy variable representing each month, 
,j tH  is the dummy 

variable representing the presence of Eid al-Fitr at period t, j is the number of days 

before Eid al-Fitr in certain month, ( )T

tS  is the dummy variable for level shift (LS) 

outlier, ( )T

tA  is the dummy variable for additive outlier (AO), and B is the 

backshift operator. The role of 0t  or (1 )dB is to make the data stationary in 

mean, whereas the effect of seasonality can be captured by ,1

s

m m tm
M

  or 

( ) ( )s s

Q PB B  . 

In many cases, the length of time series are limited, thus the parameters of 
jH  

cannot be estimated for all j in the first level model. This becomes problem 

because the forecasting requires the values of the unknown parameters. Therefore, 

the second level models are needed to predict the parameters for every possibility 

number of days before Eid al-Fitr. As the second level model, a linear function 

can be applied as follows: 

 
0 1

ˆ
j j     (17) 

 
0 1

ˆ
j j     (18) 

 0 1
ˆ

j j     (19) 

where j is the number of days before Eid holidays in corresponding month. In this 

model, the response variables are the estimated parameters from the first level 

modeling [8]. 

5      Results 

This section explains the forecasting results of the total series and the comparison 

of top-down forecast performance from each method with specific type of 

proportions and length of historical series for calculating the proportions. 

5.1      Forecast of Total Series 

The currency inflow and outflow patterns are displayed on Fig. 3. The time series 

plots show that both inflow and outflow data have trend and seasonal patterns. 

However, the inflow and outflow data have different patterns in term of calendar 

variation effect. If the Eid al-Fitr happens in the end of the month, the inflow 
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increase in the next month. Otherwise, the inflow increase in the month containing 

Eid al-Fitr. If the Eid al-Fitr happens in the End of the month, the outflow increase 

in that month. Otherwise, the outflow increase in the previous month. 
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Fig. 3: Time series plot of national currency (a) inflow and (b) outflow. 

Simple methods such as Naïve, Decomposition and Winters’ can be easily 

implemented on those data. However, the ARIMA approach may be not 

appropriate because the calendar variation effect of Eid al-Fitr may cause outliers 

that make the violation of the normality assumption. 

By using Box-Jenkins procedure, the ARIMA model for national currency inflow 

data is: 

 

12(1 0.82 )(1 0.59 )

(1 )
t t

B B
Y a

B

 



 (20) 

whereas the ARIMA model for national currency outflow data is: 

 
12

(1 0.87)

(1 )(1 0.70 )
t tY a

B B




 
. (21) 

Those ARIMA models have meet the assumption of independent residual and all 

parameters are significant. However, as expected, the residuals are not normally 

distributed. 

Considering this problem, we applied more sophisticated model, i.e. two levels 

ARIMAX model. The first level model for national currency inflow data is: 
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 (22) 

and the second level models are: 

 ˆ 36396 1387j j    (23) 

 ˆ 3651 1088j j    . (24) 

For national currency outflow data, the first level model is: 

 

30 30
(49) (96)

, 1 ,

0 0

3 12

1
366.9 9661.4 36081.9

(1 )

1

(1 0.29 0.50 )(1 0.95 )

t j j t j j t t t

j j

t

Y t H H S A
B

a
B B B

 

 

   

 








 
 (25) 

and the second level models are: 

 ˆ 33547 1278j j    (26) 

 ˆ 860 1666j j   . (27) 

By including the effect of Eid al-Fitr and some outliers, the two levels ARIMAX 

models have satisfied the assumption of significant parameters, independent and 

normally distributed residual. The performance of two levels ARIMAX compared 

to the other methods are shown on Table 2. 

Table 2: RMSE comparison on total series 

Method 
Currency Inflow Currency Outflow 

In-sample Out-of-sample In-sample Out-of-sample 

Naïve 13643.1 7463.2 18613.2 8237.2 

Decomposition 11664.6 24925.2 13426.1 25730.7 

Winters' 11361.3 20046.4 13395.1 23095.8 

ARIMA 9022.6 15525.6 11302.9 16014.0 

Two levels ARIMAX 3449.8 15626.3 5575.0 12280.7 

According to Table 2, the two levels ARIMAX model clearly outperformed the 

other methods for in-sample data, whereas the best forecast for out-of-sample data 

are generated by Naïve method. The forecasts of each method are visualized on 

Fig. 4 and 5. The time series plots show that the forecasts of decomposition, 

Winters’ and ARIMA method are far from the actual data, especially in the 

months that contain Eid al-Fitr. Whereas, the two levels ARIMAX method are 

able to capture the effect of Eid al-Fitr, thus the forecasts are nicely fits the actual 
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data. However, the Naïve method has the worst performance on in-sample data, 

but surprisingly forecast the out-of-sample data almost perfectly and outperforms 

the other methods. 
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Fig. 4: Forecast of national currency inflow by (a) Naïve, (b) Decomposition, (c) 

Winters’, (d) ARIMA, and (e) two levels ARIMAX model. 
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Fig. 5: Forecast of national currency outflow by (a) Naïve, (b) Decomposition, (c) 

Winters’, (d) ARIMA, and (e) two levels ARIMAX model. 

5.2      Top-down Forecast Evaluation 

The forecast of total series by each method are disaggregated to level 1 and 2 by 

using top-down method with varying specification on the type of proportion and 

the number of in-sample for calculating the proportions (n*). The performance 

comparison on inflow and outflow data are displayed on Fig. 6 and 7. 
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Fig. 6: RMSE comparison on currency inflow data at (a) level 1 and (b) level 2. 
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Fig. 7: RMSE comparison on currency outflow data at (a) level 1 and (b) level 2. 
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Fig. 6 and 7 show that the performance comparisons are consistent over hierarchy 

level. It means that the forecast accuracy of the bottom series depends on the 

accuracy of the total series. Accordingly, the method selection for forecasting the 

total series becomes crucial step in top-down forecasting. 

On the same number of in-sample data, proportion type-2 (based on Equation 5) 

performs better than proportion type-1 (Equation 4), except for decomposition 

method on inflow data. On the same type of proportion, using more number of 

historical data tends to yields worse forecast. Except for Naïve method on level 1 

inflow and decomposition method on level 1 outflow, the best forecasts are 

resulted if the proportions are calculated by using in-sample data from the most 

recent year. 

Table 3: RMSE comparison of top-down and individual forecast 

Method 
Inflow Outflow 

Level 1 Level 2 Level 1 Level 2 

TDHP-2 based on Naïve forecast 1424.1 287.4 1790.2 344.2 

Naïve individual forecast 1464.2 308.8 1972.9 422.1 

TDHP-2 based on ARIMAX forecast 2689.7 429.3 2295.3 399.7 

ARIMAX individual forecast 2602.9 505.0 2198.4 392.3 

Table 3 explains that using top-down method based on Naïve forecast is better 

than forecasting each of the level 1 and 2 series individually. If we concern only 

on the implementation of ARIMAX, the top-down forecasts are not always better 

than ARIMAX individual forecast. It is reasonable because each individual series 

has different pattern in term of the position of outliers. However, the RMSE 

difference are not too big. Therefore, top-down method still can be an efficient 

solution because modeling each series individually by using ARIMAX is not easy. 

6      Conclusions 

Based on the results, we highly recommend using top-down method with 

historical proportions to forecast currency inflow and outflow data of Bank 

Indonesia. Besides being more efficient, this method also has shown better 

performance compared to forecasting each series individually. However, this 

method needs to be carefully specified. The performance of top-down method are 

affected by the type of proportion and the number of in-sample data for 

calculating the proportions. Using proportion type 2 and the most recent historical 

data tend to yield the best forecast. 

The most important step in top-down forecasting is selecting the method for 

forecasting the total series because different method will significantly give 

different forecast performance. The results showed that Naïve method gives the 

best performance consistently for all hierarchy level. However, using Naïve 

method could be risky because this method showed the worst performance on in-
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sample data. Two levels ARIMAX model could be a more reliable alternative 

because it performed well both on in-sample and out-of-sample data. 
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