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Abstract 

 

     In a robotic soccer competition, the locations of the ball and the robot are 

recognized through the vision system in a strong dynamic environment. 

Therefore, the robot and the computer need to identify the object in real-time and 

accurately through the vision system. In this study, algorithm border tracing and 

algorithm scan line were applied in vision system for the robotic soccer team of 

the Universitas Pembangunan Nasional UPN “Veteran” Yogyakarta. Two 

algorithms were introduced to detect the blob in order to identify the robot, the 

ball and the other object in the field. The Experimental results showed that border 

tracing algorithm has 100% accuracy in all shape (triangle, square and rectangle) 

of blob. Whether scan line algorithm has 25% accuracy for triangle, 0% for 

rectangle and 100% for square. Therefore it has been shown that border tracing 

algorithm is superior to scan line. 
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1      Introduction 

Vision system is an important element that will determine the course of the game[1] 

in robot soccer. Vision device such as camera is a sensor used to capture all objects 

existed around the environment [2]. The captured objects are then processed to 

produce information used by a robot to run instructions based on its position[3]. To 

produce the information, each captured object is identified as a robot, a ball, or 

another object based on its blob shape and its color. This process is known as blob 

detection. In a robot soccer game, the vision system has a very important role in 

detecting robots, balls and all objects in the field rapidly, precisely, and accurately 

so that the robot can move according to a given instruction[4].  

To ensure the robot soccer game runs well, the robot soccer vision system must 

be supported by a reliable and low computational vision algorithm. In addition, the 

algorithm should easily detect all objects in the field. Currently, the algorithm 

commonly used to recognize objects in a robot soccer field is scanline algorithm 

[5].  The algorithm employs an effective run-length encoding region to reduce the 

size of image by sampling along vertically spaced-apart scanned lines, and depends 

on the manual definition of elaborated models of each object[6]. By taking the 

sample line, the algorithm is very fast. However, the modeling of each object in the 

field is quite time-consuming and the algorithm is not easily extendable to new 

objects[7]. 

The Border Tracing algorithm is also known as Contour Tracing algorithm or 

Boundary Following algorithm. It is one of many algorithms for edge detection[8]. 

The border tracing algorithm works by tracing the boundaries on an image to 

produce a more efficient process for classifying certain patterns on the image[9]. 

The objective of this study is to compare the Scanline and Border Tracing 

algorithms in vision system for the robotic soccer team of the Universitas 

Pembangunan Nasional UPN “Veteran” Yogyakarta. The time processing and the 

accuracy of blob detection will determine for both algorithm. 

 

2      System overview 

2.1 Robot soccer 
 

Robot soccer is one of the smallest football robot games involving motor control, 

radio communication, computer vision, image processing, motion planning, 

machine learning, and multi agent coordination [10-12]. Robot soccer is limited by 

size and moves automatically in a 220x180cm field.  According to FIRA, the 

matches are divided into three categories, which are small field three-on-three (3 

vs. 3), medium filed five versus five (5 vs. 5), and large field eleven versus eleven 

(11 vs. 11) (FIRA, 2014). The rules that used in this game are similar to human 

soccer games. This study employed robot soccer with the following specification 
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size 7.5 cm x 7.5 cm x 7 cm, Motor driver Mosfed, MotorDC Faullhabber 2212SR, 

and a Wireless Communication, as shown in Fig.1. 

 

 
Fig. 1. Robot Mirosot Informatics Department UPN “Veteran” Yogyakarta. 

 

 

2.2 Vision System 
 

A Basler Scout scA640-74fc camera, as shown in Fig. 2, was used as a vision 

system to support the main computer in making decisions [1]. It met the requirement 

as a vision system in a soccer robot match, with are a digital camera with HD quality 

with minimum frame rate 50 fps [4]. 

The camera as a sensor was mounted on the top of the field such that it could 

detect robots, ball and other objects based on their shapes and colors by using 

object-based pattern recognition algorithm. The results of such process were 

location and orientation information of each object within the field. The information 

was used to determine the instructions for the robot in motion[5,13,14]. 

 

 
Fig. 2. Basler camera for vision system. 
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2.3 Object detection  
 

In the vision system, object detection was used to know the kind of objects that are 

located around the robot in the field [1]. In identifying a robot, the vision system 

would detect the color patch of object placed at the top of the robot as the cover [4]. 

Color patches were made with specific color and consisted of team colors identity, 

and robot colors identity[15,17]. Color patches were also designed to help a human 

operator easily identify robots. The design of color patch made the robot soccer 

game more realistic as a robot player and can be easily used to identify the robot 

through its color  that work like the number of the backs of human soccer 

players[16,17]. 

Object detection process used edge detection in four or eight directions of 

connectivity started from a certain point according to the boundary condition of the 

image. Connectivity was obtained based on the direction of the predefined notation, 

so that the search will always move along the edge and will stop when it is back to 

the starting point. The coordinates of detected boundary were then averaged to 

obtain the midpoint coordinate of the blob. 

3      Methodology 

3.1  Blob detection 
 

In general the process of blob detection is illustrated in Fig. 3. In Fig. 3, the blob 

detection process is depicted in various functions symbolized by process notation 

and decision. Process notation is a notation that contains the main function for 

detection, whereas the notation of decision is a function of limitations to eliminate 

unnecessary processes so that the detection process becomes faster. The detail of 

every function is explained in the following sub sections. 

 
Fig. 3. Flowchart for blob detection 
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3.1.1 Scan Blob Function 
 

The Scan Blob Function was used to scan every node or pixel in the frame. The 

processes in the Scan Blob Function are explained in the Fig. 4. 
 

 
Fig. 4. Process Scan Blob function. 

 

3.1.2 CekHSV Function 

 

CekHCS Function is the boundary function. It used in determining whether the 

point is part of the object or not. The process performed on this checkHSV function 

is to compare the value of HSV from the coordinate point of scanning blob results 

with the HSV value of the color identity that has been defined in the global variable. 

The processes in the CekHSV Function are explained in the Figure 5. 

 

 
Fig. 5. Process CekHSV function. 

 

3.1.3 SetStartedBlob Function 

 

The SetstartedBlob function is an advanced function of the BLOB scan if the hue 

value, saturation, and values are in the range of hue, saturation and color identity 

values. This function was used to determine the starting point that will be the 

Input : ColorId 

Output : coordinate x, coordinate y 

 

Step 1  : check each pixel in the frame from left to right starting 

from the top row to the bottom row. 

Step 2  : Convert any pixel value into hue (H), saturation (S), and 

value (V) values. Then compare with the range of HSV values 

determined through the checkHSV function. 

Step 3  : If the pixel value is still within the specified range of 

HSV values then check whether the point is close to the 

midpoint ever found before. If the distance is close, then 

skip the process. If it is far then continue the process to 

the SetStartedBlob function 

Finished 

 

Input : ColorId, Hue, Saturation, value 

Output : true and false 

 

Step 1 :Take the value of hue, saturation and values of the pixels 

scanned on the BLOB scan function 

Step 2 : compare the value of hue, saturation, and value of pixels 

with hue, saturation and values of the color identity. 

Step 3 : If the value of hue, saturation, and values are in the range 

of hue, saturation and value values of the color identity, 

then return the true value to the scanblob function. 

Otherwise, return the false value. 

Finished 
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reference in the performing of the edge detection process as well as being the end 

point to stop the edge detection process. The processes in the SetStartedBlob 

Function are explained in the Fig. 6. 

 

 
Fig. 6.  Process SetStartedBlob function. 

 

3.1.4 EdgeDetection Function 

 

The EdgeDetection Function is a function that used to detect the edges of each blob 

and then calculate the average of which the result is the midpoint of the blob. The 

EdgeDetection function used the help function in charge of moving the search for 

the edge of the object by way of testing based on the eight-way notation of the wind 

as listed in Table 1. The processes in the EdgeDetection Function are explained in 

the Fig 7. 

 
Table 1. Notation eight winds direction for edge detection algorithm. 

 

Notation Direction Coordinate 

1 Left x-1, y 

2 Upper left x-1, y-1 

3 Up x, y-1 

4 Upper right x+1, y-1 

5 Right x+1, y 

6 Bottom right x+1, y+1 

7 Bottoh x, y+1 

8 Bottom left x-1, y+1 

 

Input :  ColorId, coordinate x,  

coordinate y 

Output :  coordinate x_start,  

coordinatey_start 

Step 1 : Take the x coordinates, and y coordinates of the Scanblob 

function corresponding to the HSV value of the color identity. 

Step 2 : compare the values of hue, saturation, and pixels to the 

left of the x coordinate point. 

Step 3 : If the left point still matches the value of hue, saturation 

then subtract the coordinate value x. 

Step 4 : repeat processes 2 and 3 until the value of hue, saturation, 

and value to the left of x coordinates no longer matches the 

value of hue, saturation and color identity values. 

Step 5 : if the value of hue, saturation, and value of the left 

coordinate x, then the value x_mulai equal to the coordinate 

value x. 

Step 6 : compare the value x_start with the previous value of 

x_start. If the value is different, then proceed to the edge 

detection function. 

Finished 
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Fig. 7. Process EdgeDetection fuction 

 

3.1.5 SaveCenterBlob Function 

 

Once the midpoint of the blob was found, next step was to save that point. The 

process of storing the midpoint was represented in the SaveCenterBlob Function. 

The processes in the SaveCenterBlob Function are explained in the Fig. 8. 

 

 
Fig. 8. Process SaveCenterBlob function 

 

After the design process was done, the next step was the design of the test, 

where the initial test was done by blackbox method. The method was based on 

programming functionality that is more concerned with the suitability of output 

with the logic in making the function. After functionality testing was done, the next 

step was to develop the test into cases such as by placing the color patch in various 

positions. The patch that is in trial was a mode with square shapes, rectangles, and 

triangles. The testing process was done by detecting the shape of the color patches 

at various positions to determine the accuracy and processing speed of object 

detection as shown in Fig 9. 
 

Input : ColorId, coordinate x_start,  

coordinatey_start, notation direction 

Output : coordinate x_middle,  

coordinatey_middle 

Step 1 : compare HSV value x_start and y_start with HSV value in 

direction notation. Direction starts from notation 1. 

Step 2 : if the value of HSV is appropriate, then point the 

coordinates according to the notation information. If not 

appropriate, then navigate to the next notation until you find 

the appropriate HSV value. if the notation is up to 8 then it 

will return to notation 1. 

Step 3 : calculate the sum of the x and y coordinates passed by 

direction notation, then calculate the mean to be the 

coordinates x_tengah and the coordinates y_tengah. 

Step 4 : repeated the process until it returns to the starting point 

of coordinatesx_start and coordinates y_start 

Step 5 : if the midpoint has been found and back to the starting 

point, then proceed to the SaveCenterBlob function 

Finished 

 

Input : ColorId, coordinate x_middle,  

coordinate y_middle, notation direction 

Output : coordinate x_middle _blob,  

coordinate y_middle _blob 

Step 1: check whether the coordinates x_middle, and y_ middle have 

been saved previously. If it has been saved then the process 

is complete. If it has not been saved already then save as 

value x_middle_blob, value y_middle _blob, and colorId 

Finished 
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Fig. 9. The color patches position testing in the field. 

3.2 Scanline Algorithm 
 

The Scanline algorithm is one of many hidden surface removal algorithms that used 

to solve large memory usage problems with a single scan line to process all surface 

objects [7]. The scanline algorithm worked by sweeping the screen from top to 

bottom and a horizontal scan line of the y field was tested for all surfaces of the 

object. The intersection between the scan line and the surface was in the form of a 

line. The algorithm performs a scan with the y-axis direction so that it intersected 

all field surfaces with the direction of x and y and discarded the hidden lines[18]. 

Instead of scanning a surface once in a single process, it would be related to 

scanning multiple surfaces in a single process. As each scan line was processed, all 

polygon surfaces were cut by the scan line to determine which is visible. At each 

position along the scan line, a depth calculation was made for each surface to 

determine which is the nearest of the field of view. When the visible surface was 

determined, the intensity price was inserted into the buffer. The steps for Scanline 

Algorithm are depicted in Fig.10. 

The advantages of the Scanline algorithm was less memory usage compared to 

other algorithms. This is because the process of sweeping the screen that uses a bit 

of function tends to be simpler than other algorithms so that the processing rate 

becomes faster, while the weakness of the scanline algorithm lies in the lack of 

detail on the processing result resulting in a non-optimal value[18]. 

In a soccer robot match, the scanline algorithm was used to find the midpoint 

of the blob on the detection process that used in the vision system by Merlin Inc. 

The process of determining the center point of the blob was done by scanning the 

entire row until it found the starting point of the specified condition. After the start 

point wass found, next step was scanning the line under the condition (scanning 

right).Fig. 11 shows the flowcart for Scanline algorithm. 
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Fig. 10. Flowchart for Scanline algorithm. 

 

 

 
Fig .11. Scanning right process 
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After the right point was found, the next step was to find the left point by 

scanning the screen from right to left on the line (scan left), as shown in Fig. 12. 
 

 

 
Fig 12. Scanning left process 

 

From both points found, the next step was calculated its midpoint to be a 

reference for scanning down and scanning upwards to determine its midpoint. From 

the midpoint, scanning right and scanning left were again performed and the new 

middle point was calculated the middle point blob, as shown in Fig. 13[18,20]. 
 

 
Fig 13. Blob center result 

 

 

3.3 Border Tracing Algorithm 
 

The Border Tracing algorithm is one of many algorithms for edge detection[9]. The 

border tracing algorithm is also known as Contour tracing algorithm or boundary 

following algorithm[21]. The border tracing algorithm worked by tracing the 

boundaries of images to produce a more efficient process of classifying certain 

patterns in a digital image [8]. This border tracing algorithm required a starting 

point that serves as a start and stop sign in tracing the edge. The image edge search 

process was connected using a connectivity known as direction notation. The 

notation was classified into four connectivity directions and eight connectivity 
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directions according to the conditions specified, as shown in Fig. 14. So that the 

search would always move through the edge based on the connectivity that has been 

determined and will stop when it is back to the starting point. 

 

 
 

Fig 14. (a) Direction notation uses 4 Connectivity  (b) Direction notation uses 8 

Connectivity for object edge detection with Border Tracing algorithm 

 

4      Results and Discussions  

The test was performed according to the position of the color patch shape and the 

planned test position in the research methodology chapter. Color patches used in 

testing were the shape of square, rectangle and triangle. The various position of 

color path in testing for the shape of square, rectangle and triangle are shown in Fig. 

15, Fig. 16, and Fig. 17, respectively. The test is aimed to compare processing time 

and detection accuracy between Scanline algorithm and border tracing algorithm. 
 

 
Fig 15. Square color patches testing at various positions. 
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Fig 16. Rectangle color patches testing in various positions. 

 

 
Fig 17. Triangle color patches testing at various positions. 

 

4.1  Testing for processing time comparison 
 

From various positions that have been designed with various shape of color patches, 

the process was done by loading one of the color patch in each position and all the 

positions using both vision systems for the next recorded simulation results based 
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on the speed of the process in detecting blob. Processing time in millisecond (ms) 

was recorded and the results are tabulated in Tabel 2. 

 
Table 2. The processing time for detection process. 

No Position 
Scanline (ms) Border Tracing (ms) 

S R T S R T 

1 A 10 9 8 9 9 11 

2 B 10 8 8 10 10 11 

3 C 10 9 12 11 10 11 

4 D 10 8 9 9 11 11 

5 E 10 7 8 9 9 9 

6 F 10 8 11 9 11 9 

7 G 10 7 9 11 11 10 

8 H 10 8 9 9 12 10 

9 I 10 8 12 9 11 9 

10 J 10 9 9 10 11 10 

11 K 10 8 8 10 9 10 

12 L 10 7 8 9 12 12 

13 M 10 8 8 10 10 11 

14 N 10 9 8 9 11 10 

15 O 10 8 8 9 9 9 

16 Average 10 7 8 10 10 9 

Note :  S : Square; R: Rectangle; T: Triangle. 

 

 As can be seen in Table 2, the average processing time for detection process 

using scanline algorithm on the shape of square, rectangle, and triangle were was 

10 ms, 8 ms, and 8.9 ms, respectively. On the other hand, the average processing 

time for detection process using border tracing algorithm were 9.5 ms, 10.3 ms, and 

10.1 ms for the shape of square, rectangle, and triangle, respectively. Therefore, it 

can be concluded that border tracing algorithm is slightly slower than scanline 

algorithm in performing detection process. 

 

4.2  Testing for detection accuracy comparison 
 

The next test was to compare the detection accuracy for various blob models 

in various positions. The test was done as in the previous test that was by loading 

one of the color patches in each position as well as on all its positions using both 

algorithms. The number of detected blob was used to measure the accuracy level of 

the blob detection process and the results are tabulated in Table 3. 
 

Table 3. The accuracy level for detection process 

No Position 

The number of detected blob 

Scanline Border Tracing 

S R T S R T 

1 A 4 0 1 4 4 4 

2 B 4 0 1 4 4 4 
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3 C 4 0 1 4 4 4 

4 D 4 0 1 4 4 4 

5 E 4 0 1 4 4 4 

6 F 4 0 1 4 4 4 

7 G 4 0 1 4 4 4 

8 H 4 0 1 4 4 4 

9 I 4 0 1 4 4 4 

10 J 4 0 1 4 4 4 

11 K 4 0 1 4 4 4 

12 L 4 0 1 4 4 4 

13 M 4 0 1 4 4 4 

14 N 4 0 1 4 4 4 

15 O 4 0 1 4 4 4 

16 Total 60 (100%) 0 (0%) 15 (25%) 60 (100%) 60 (100%) 60 (100%) 

 

Note: S : Square; R: Rectangle; T: Triangle. 

 

As can be seen in Table 3, the total detected blob for detection process using 

Scanline algorithm on the shape of square, rectangle, and triangle were was 60 

(100%), 0 (0%), and 15 (25%), respectively. On the other hand, the total detected 

blob for detection process using border tracing algorithm was 60 (100%) for all 

shapes. Therefore, it can be concluded that border tracing algorithm is more 

accurate than Scanline algorithm in performing detection process. 

5      Conclusion  

From the results of experiment, the development of vision systems, especially in 

the detection process, was done by developing various shapes of blob on the color 

patch such as square, rectangular, and triangular shape and then detected with 

border tracing algorithm instead of Scanline algorithm. From the changes of the 

algorithm, various shapes of blob on the color patch could be detected properly. 

The process of blob detection using border tracing algorithm had a higher 

accuracy rate than Scanline algorithm. The experimental results show that blob 

detection process with border tracing algorithm had 100% accuracy level on all blob 

shapes, while Scanline algorithm had smaller accuracy in detection blob with 

rectangle and triangle shapes.  

The fact that of blob detection process using border tracing algorithm is slightly 

slower than scanline algorithm does not reduce the conclusion that the development 

of the vision system is better than ever. This is because the fast processing time on 

Scanline algorithm does not give good results when compared with the results 

obtained with border tracing algorithm. 
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