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Abstract 

A primary diagnostic tool for cardiovascular diseases is 
electrocardiogram (ECG). The ECG evaluation for predicting 
cardiac arrhythmias from databases, resulting in a comparable or 
even higher accuracy than experienced examiners. In this paper, 
automatic classification for cardiac arrhythmia is developed for 
producing higher accuracy by using combination between DNNs 
and PCA technique. The algorithm developed based on the following 
stages such as, data preparation, data reduction, feature extraction 
and classification of rhythms. DNNs structure utilize Soft-max 
regression on the top of output layer and Cross-entropy as a cost 
function. To validate the method on the well-known MIT-BIH 
arrhythmia database is used. In the experiment 18 classifier 
structure with several activation functions are created, to analyze the 
classifier performance. To benchmark, the performance of DNNs 
algorithm is compared to SVM algorithm in terms of accuracy. The 
result obtained show that the proposed method provides good 
accuracy against to MLP and SVM, about 97.7%, 95.56% and 79.51% 
respectively with less expert interaction.  

     Keywords: Cardiac arrhythmias, deep neural network, ECG signal, 
classifier, feature learning 
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1      Introduction 

The Electrocardiogram (ECG) signal is a noninvasive test widely used for 
reflecting the underlying heart conditions. A careful inspection of its behavior is 
essential for predicting cardiac arrhythmias, particularly in long-term recordings. 
Therefore, the utilization of computer-based methods represents an important 
solution that can benefit cardiologists in the diagnosis. Several pattern recognition 
methods were developed for arrhythmia detection and classification 
[1][2][3][4][5]. Usually, these approaches are based on three main steps which are 
preprocessing, feature extraction; and classification. The ECG signals are 
enhanced by eliminating various kinds of noise and artifacts [6][7][8] to produce 
ECG waveforms series. This series of waves consists of six different waveforms, 
are discernible, and are differentiated as P, Q, R, S, T and U. The first, P wave 
associated with right and left atrial depolarization. The second wave is the QRS 
complex. It has a series of 3 deflections that reflect the current associated with 
right and left ventricular depolarization. Following the QRS complex is the ST 
segment, extending from where the QRS ends (irrespective of what the last wave 
in the complex is) to where the T wave begins. In general, it consisting mainly of 
P wave, QRS complex and T wave are extracted by means of segmentation 
[9][10][11].  

Basically, the available feature representation methods include, but are not limited 
to, morphology [12][13], temporal information [14][15], wavelet transform 
[16][17], high-order statistics [15], Hermite basis function [18], and hidden 
Markov modeling [13]. Moreover, principal component analysis [19], 
independent component analysis (ICA) [20], and linear discriminant analysis [17] 
are usually applied to reduce the dimensionality of the feature representation. 
Finally, the obtained features are used to learn the decision function of a classifier 
such as neural networks [21][22][23], support vector machines [1][5][24]], path 
forest [25] and Gaussian processes [1][12]. Despite these great efforts, it has been 
shown recently [26][5] that automatic methods do not perform well and the results 
obtained by such methods remain up till now unsatisfactory.  

To improve the machine learning methods in cardiac arrhythmias classification, 
this paper proposes Deep Learning method [27], due to such method produce 
good feature representation automatically from the input data 
[28][29][30][31][32]. Furthermore, general deep framework usually used for 
classification with many hidden layers (more than 2), and it allows complex 
hypotheses to be expressed, named Deep Neural Networks (DNNs). Such 
algorithm is used with successes in many areas. Unfortunately, the training 
process is not trivial because once the errors are back-propagated to the first few 
layers they become teensy and the learning process can be very slow. 
Consequently, this work proposes to use DNNs to efficiently solve feature 
generation and classification Arrhythmias database, for increasing the accuracy 
with simple data classified. However, the data base is imbalanced, therefore to 
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reduction such imbalanced data Principal Component Analysis (PCA) is 
combined. 

This paper present classification cardiac arrhythmias from databases MIT-BIH by 
using Deep Neural Network and Principal Component Analysis.  The remainder 
of the paper is organized as follows. Section 2 gives some explanation about deep 
neural network algorithm. Section 3 describe method and design of this research. 
Section 4 discussed the simulation results and discussion about the classifier 
performance. Finally, section 5 present our conclusions and point the idea for 
future extension of this work.  

 

2      Deep Neural Networks 

The neural network has a very simple architecture and concept. One of the neural 
networks (NNs) technique is Feed-forward neural networks with many hidden 
layers, which are often referred to as deep neural networks (DNNs). In such 
network, Back-propagation (BP) algorithm is used for learning the parameters of 
these networks. The first generation of the NNs work with BP algorithm, to reveal 
its fundamental limitations when solving the practical problems that machine 
learning faced and its performance on practical problems did not meet the 
expectations, poor performance and always gets trapped in "local minima" 
[36][37]. DNNs with deep structure to provide a solution to this problem and 
could improve it.  

However, DNNs has the same weakness as NNs, with BP training often resulted 
in poor performance, due to network was not properly trained [36], and the local 
optimum happens along with the increase of hidden layer [36]. If learning 
parameters are trapped into the local optimum, the network can still work well 
because the probability of having a low local optimum is lower than when a small 
number of neurons are used in the network [37][38]. Moreover, three primary 
difficulties in the learning process of DNNs technique, such as vanishing gradient, 
overfitting and computational load [36]. To improve such method, many types of 
weight adjustments are proposed to find the best learning technique. The 
development of various weight adjustment approaches is due to the pursuit of a 
more stable and faster learning of the network.  

Neural Network can be thought of as a function 𝑓": 𝑥 → 𝑦 which takes an input 
𝑥 ∈ ℝ), and produces an output 𝑦 ∈ ℝ) and whose behavior is parameter by	𝜃 ∈
ℝ) . Therefore, for instance, 𝑓"  could be simply 𝑦 = 𝑓" 𝑥 = 𝜃. 𝑥 . A unit is 
parameter by a weight vector 𝑤 and a bias term denoted by b. The first layer has 
p1 units then each of the units has 𝑤 ∈ ℝ) weights associated with them. The first 
layer produces an output 𝑜0 ∈ ℝ10. The output of the unit can be described as, 
𝑜2 = 𝑓 𝑥3)

240 . 𝑤3 + 𝑏2 . The index k corresponds to each of the inputs/weights 
(from1 to n) and the index i corresponds to the unit in the first layer (from 1 to 𝑝0). 
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We can assume that our data has the form D ={(x1 , y1 ),(x2 ,y2 )….(xn ,yn )}. For 
a single data point, the output of the NNs is computed, which denote as 𝑦. 

In the BP algorithm is needed to compute how good the prediction of Neural 
Network 𝑦 is as compared to y, in the notion of a loss function. A loss functions 
measures the disagreement between 𝑦  and y which denote by l. There are a 
number of loss functions appropriate for the task at hand: binary classification, 
multi-classification, or regression, (typically derived using Maximum Likelihood) 
as a function, 

 𝑙 𝑦, 𝑦 = 𝑙(𝑓;; 𝑥, 𝜃 , 𝑦)                    (1) 

and the gradient of the loss function, 
 
 ∇𝑙(𝑓;; 𝑥, 𝜃 , 𝑦)              (2) 

in this case that 𝑦 ∈ 0,1, … 𝑘 	which are the classes, Maximum Likelihood which 
is to find a θ that maximizes 𝑃(𝐷|𝜃) where θ represents the parameters of the 
model. Assuming a Multinomial distribution and given that each of the examples 
{(x1, y1), (x2, y2), ... (xn, yn)} are independent, using the following expression:  

 
 𝑃 𝐷 𝜃 = )!

)F!.)G!…)H!
𝑓(𝑥2, 𝜃)I2)

240             (3) 

If θ that maximizes in 𝑃(𝐷|𝜃), thus equation (3) become, 
 
 log 𝑃 𝐷 𝜃 = 𝑦2𝑙𝑜𝑔)

240 𝑓(𝑥2, 𝜃)            (4) 

maximizing the RHS we minimize its negative value as follows:  
 
 −log𝑃 𝐷 𝜃 = − 𝑦2𝑙𝑜𝑔)

240 𝑓(𝑥2, 𝜃)           (5) 

Therefore, cross entropy function is given by the expression, 
 
 − 𝑦2𝑙𝑜𝑔)

240 𝑓(𝑥2, 𝜃)              (6) 

Most of the DNNs training approach employ the cross entropy-driven learning 
rules. This is due to their superior learning rate and performance [39][36].  

3      Method and Design 

In this paper the DNNs flowchart to process ECG Arrhythmia data classification 
use six stages such as, data collection, data pre-processing including data 
preparation, feature extraction, feature classification, learning process, validation 
and analysis. All stages can be described in Fig. 1. The implementation of 
classification is conducted by using python programming language which is 
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combined with some additional libraries including: Numpy libraries, WFDB 
libraries, Keras libraries and Scious-Learn libraries. 

 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 1 DNNs classifier flowchart 

3.1.  Data Preparation 

This study uses ECG signal database published by Harvard-MIT Division of 
Health Sciences and Technology [37]. The number of data about 48 instances 
consists of 25 data from male patients with age ranges between 32-89 years and 
23 data from female patients with age range 23-89 years. The Arrhythmia 
databases have three file extensions namely .dat, .atr, and .hea. The data with 
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exr .dat contains ECG signals taken from 2 modified limb lead II (MLII) signal 
types for upper signal and modified lead V1 (sometimes V2 or V5, and there is 1 
instance V4) for lower signal. The data with ext .atr contains the peak position (R) 
of the ECG signal. In this study, the files used are formatted .dat and .atr and the 
data with etx .dat contains the signals to be processed, while the data with ext .ann 
contains peak data of each signal. The signal contains 650,000 records, taken for 
30 minutes, all data divided into 2167 sample rate. The duration of each sample 
records taken about 6 seconds, therefore each instance has sampled each 300 part 
of signal. The number of ECG data in the classification process about 14,352, 
with the data distribution such as 7826 data for sinus normal, 2101 data for sinus 
bradycardia condition, 1694 data for ventricular tachycardia condition and 3271 
data for sinus Arrhythmia (irregular) condition.  

Before feature extraction process, filtering data is needed to separate the out-layer 
data from the data used in the training and testing process. It is done by using 
principal components analysis (PCA) algorithm. The PCA is selected, due to it 
has target function in the form of minimizing reconstruction error by selecting N 
Eigen-vector with the highest value. The selected Eigen-vector is a projection of 
the data attribute that has a good feature discrimination level. In such process, 
data selection performs based on fix threshold and automatic threshold for 
determining the reference value (See Fig. 2). The PCA process is described as 
follows: (1). Create an "X" matrix of size N x d (with N is the total number of 
rhythm data/6 sec and d is the dimension of rhythm data/6 sec). Each row contains 
the data point value of each instance; (2). Calculate the average () value of each 
row in the matrix "X"; (3) Calculate the covariance matrix "X"; (4) Calculate the 
eigenvalue and eigenvector of the Covariance-matrix; (5). Determine the M of the 
Eigen vector with the highest Eigen value; (6). Transform all data into the selected 
Eigen vector; and (7). The results are plotted into the diagram 2 D (x, y) and 
perform the data selection. 

 

  
(a) Fix threshold 
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(b) Automatic threshold 

Fig. 2 Data reduction based-on PCA approach 

3.2.  Feature Extraction 

In this research DNNs with BP algorithm is used to process classification of beats 
rate database. Simple feature extraction on rhythm for data classification is 
selected by using R-R Interval approach, its use to calculate the distance between 
peak R to peak R of ECG signal. In order to evaluate the performance of the 
algorithm used for R-peak detection, taking advantage of the beat annotations 
present. The Waveform Database (WFDB) Software Package is used for 
validation [40]. Standard comparison options are used: the comparison started five 
minutes after the beginning of the record and the match window, maximum 
absolute difference in annotation times allowable for matching annotations, is set 
about 0.15 second. Fig. 3, presents the pre-processing stage for feature extraction 
and labeling. The input signal is fed into the system for extracting, therefore it 
produces the following vector values. To find the R-R interval, all vectors are 
transformed in ECG graphic to assign the mark in peak of R graph. From the 
interval value of R-R features are plotted into a graph. It performs by using 
software for viewing, analyzing, and creating recording of physiologic signal or 
WFDB tools. 
In practice, the extraction features process of R-R intervals encountered several 
constraints and one of them is the number of unequal peaks between each signal. 
Thus, the R-R interval can't be used as an input feature for the classification 
process, due to the number of R-R intervals are diverse. The problem of 
differences in the number of R peaks is overcome by conducting data acquisition 
process named "Zero Padding," to find the highest number of R-R intervals and to 
produce the number of R-R interval peaks being the same. The zero-padding 
process gives a value of 0 to the signal having an R-R interval of < 22 features. In 
addition, the feature also performed an absolute process to eliminate the negative 
value of the extraction process. The results obtained that the number of R-R 
Interval largest amounted to 22 features and it's ready for the training and testing 
process. A sample of ECG data can be separated into a series of waves known as 
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the P, Q, R, S, and T waves [39]. All ECG signals with noise are not included in 
the process, it is reduced by using Principal Component Analysis (PCA) algorithm. 
 

 

(a) Sinus normal    (b) Sinus bradycardia 

 

(c) Ventricular tachycardia   (d) Sinus Arrhythmia  

Fig. 3 The sample of ECG Signal from MIT-BIH data set 

The number of peaks in each signal is strongly influenced by the type of signal. If 
the signal is sinus normal, then the number of peaks ranges from 6-10 records. In 
sinus bradycardia type signal the number of R peaks < 6, whereas the signal 
belonging to ventricular tachycardia has number of R peak > 10. Rhythms 
classified based on data Beats per Minute (BPM) from each record. BPM is the 
duration between two identical points of consecutive ECG waveforms such as the 
R-R interval. The BPM value generated between 60-100 is assigned as the sinus 
normal rate; the BPM value generated is less than 60 or BPM < 60 is assigned as 
sinus Bradycardia; The BPM value generated more than 100 or BPM > 100 is 
assigned as ventricular Tachycardia; and the last one if the resulting BPM belongs 
to a normal signal, but one of the R-R Intervals is <600 is assigned as sinus 
Arrhythmia (irregular).  

3.3.  Deep Neural Networks Method 

A DNNs comprises of multiple nodes connected with each other, each node 
representing the activation function. The simple structure of proposed DNNs can 
be seen in Fig. 4, that is the best model with highest accuracy. 
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Fig.4 The proposed of DNNs structure  
  

The classification of cardiac arrhythmias based on DNNs use BP algorithm for 
training and testing. Each step of the classification process can be described as 
follows; 
 
1. Create input layer (𝑋2), hidden layer unit (𝑍2)_R), weight (𝑉2R) and activation 

function f (Relu),  
 

𝑍2)_R[𝑗] = 𝑋2[𝑖] * 𝑉2R 𝑖, 𝑗   
𝑍2)_R[𝑗] = 𝑍2)_R[𝑗] + 𝑉2R[𝑖, 𝑗] 
Z[j] = f(𝑍2)_R[𝑗]) 
	𝑓	(𝑟𝑒𝑙𝑢) = 	max	(𝑍2)_R[𝑗], 0)   

 

2. Create output layer (𝑌2)3), hidden layer output value (𝑍R), weight (𝑊R3) and 
activation function  𝑌3 
 

 𝑌2)3[𝑘] = 𝑍`[𝑗] * 𝑊R3[𝑗, 𝑘] 
 𝑌2)3[𝑘]  = 𝑌2)3[𝑘] + 𝑊R3[0, 𝑘] 
 𝑌3[𝑘]= f(𝑌2)3[𝑘]) 

 
3. Determine error in the output layer by using soft-max, and to obtain a global 

error used cross-entropy method, 
 
𝐸𝑟𝑟𝑜𝑟 = 	 0

;
∗ 	 (𝑡𝑎𝑟𝑔𝑒𝑡),2 ∗ 	 ln(𝑌𝑘),2)f;   

 

(7)

(8)

(9)



 
 

 
 

 
Nurmaini, S., et al.  

        Error calculation in derivative of activation function as, 
 

   𝑑𝑒𝑙𝑡𝑎3[𝑘] = Error Cross Entropy * f’(𝑌2)3[𝑘])  
 

4. Calculate the gradient of the loss function against all parameters by finding a 
partial derivative of the function, then use delta rule method. The derivative 
of the activation function on the output layer (soft-max function). 

 

 𝑓h(𝑠𝑜𝑓𝑡𝑚𝑎𝑥) =
𝑦2 ∗ 	 1 − 𝑦2 ; 	𝑓𝑜𝑟	𝑖 = 𝑗
−𝑦2 ∗ 𝑦R; 𝑓𝑜𝑟	𝑖	 ≠ 𝑗   

 The cross-entropy error derivation using the Soft-max activation function as 
follows: 

  	mnoopo
m`2

= 		−	 𝑡R
0
Iq

mIq
m`r

s
R40 																						 

                 	= 		− tr
Ir
𝑦2 ∗ 	 1 − 𝑦2 −	 tq

Iq
− 𝑦2 ∗ 𝑦Rs

Ru2 	  

                  =	−𝑡2 +	𝑦2 𝑡Rs
R42  

                  =	𝑦2 −	𝑡2	  
𝑑𝑒𝑙𝑡𝑎3[𝑘] = (𝑦2 −	𝑡2) 

 
5. Update the weight between output and hidden layer  

                 𝑊R3 𝑗, 𝑘 = 𝑒ovtw*𝑑𝑒𝑙𝑡𝑎3[𝑘]* 𝑍R[𝑗] + (update_𝑊R3[𝑗, 𝑘] *𝑒xpxw)tyx)  
             𝑊R3 0, 𝑘 = 𝑒ovtw * 𝑑𝑒𝑙𝑡𝑎3[𝑘] 
 
6. Error calculation in each weight 

       𝑑𝑒𝑙𝑡𝑎2)_R[𝑗]=𝑑𝑒𝑙𝑡𝑎2)_R[𝑗] + 𝑑𝑒𝑙𝑡𝑎3[𝑘]* 𝑊R3[𝑗, 𝑘] 
             𝑑𝑒𝑙𝑡𝑎R[𝑗]=	𝑑𝑒𝑙𝑡𝑎2)_R[𝑗]*f’(𝑍2)_R[𝑗] 

 
7. Update the weight between hidden and input layer  

       𝑊R3 𝑗, 𝑘 	= 𝑒ovtw*𝑑𝑒𝑙𝑡𝑎3[𝑘]*	𝑍R 𝑗 + (update_𝑊R3 𝑗, 𝑘 *	𝑒xpxw)tyx)  

             𝑊R3[0, 𝑘] = 𝑒ovtw * 𝑑𝑒𝑙𝑡𝑎3[𝑘] (30)  

 
8. Update all parameters (weight and bias) using Stochastic Gradient Descent by 

reducing or adding the old weight value or the "partial" (learning rate) of the 
gradient values by using the equation as: 

             𝑊R3[𝑗, 𝑘]= 𝑊R3 𝑗, 𝑘 + update_𝑊R3[𝑗, 𝑘] 
             𝑉2R[𝑖, 𝑗] = 𝑉2R[𝑖, 𝑗] + update_𝑉2R[𝑖, 𝑗]  
 

(10)

(11)

      (12)

(13)

(14)

(15)

(16)
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4  The Results and Discussion 

In this paper, the data are sharing about 70% for training and 30% for testing with 
10 cross fold. The performance of DNNs classifier is compared to, MLP and 
Support Vector Machine (SVM) in terms of accuracy, sensitivity, precision and 
F1 measure. The experiments are conducted in several multilayer's structures, 
from 1 hidden layer until 10 hidden layers. In the neural network structure, the 
activation function in hidden layer and output layer also lost function are changed 
to find the good performance. In the hidden layer the activation function uses 
Sigmoid and Relu, in the output layer, the activation function use Sigmoid, Soft-
sign and Soft-max and lost function use Categorical-Cross-entropy, and Mean 
squared error. Other classifiers including SVM with linear, RBF and Polyline 
kernel create to complete the analysis of the classifier structure. 
The experiment on several NNs structures aims to analyze the effect of many 
layers on the formation of robust models and changes in accuracy. Table 2 shows 
that the validation model and highest accuracy are obtained by case 1 with the 
number of hidden layers is 1. In contrast, the smallest accuracy is obtained by case 
6 with the number of hidden layers is 6. Furthermore, the training process on the 
case 7 to 9 (with the number of hidden layers 7 to 9) have not changed. In such 
condition, the number of layers that are overloaded, the error generated in the 
feed-forward process is insufficient to make any weight changes on each layer. 
From Table 2, describes the confusion matrix for DNNs cases 2-8 and SVM (1 vs 
1) it can be seen that the largest classification error is obtained in normal and 
irregular data. This is probably because both types of signals (normal and 
irregular) have nearly the same number of R-R intervals. Therefore, the features 
generated by both types of signals are mutually exclusive. The highest accuracy of 
testing data classification is obtained by DNN algorithm of 2-8 cases with an 
accuracy of 96.7%. While the highest accuracy of testing data classification use 
SVM algorithm is 79.51% with configuration of linear SVM (1 vs 1). However, 
SVM with the polyline kernel was not successfully modeled because of the long-
lasting training process (more than eight hours of training process not completed). 
From the experimental results, the greatest misclassification occurs in normal 
sinus and sinus arrhythmia classes, due to both signals have overlapping features. 
All result of 18 cases of experiment can be seen in Table1, and Table 2 
respectively. 

From the all experimental results are obtained that the highest accuracy in DNN 
structure with eight layers. The parameters of DNNs such as activation function at 
hidden layers is Relu function, activation function in output layer is Soft-max 
function and loss function is categorical-cross entropy, it produces accuracy about 
96.7%. But, in general, the change number of hidden layers not very influential 
only + - 2%. In addition, the time required for training tends to increase as the 
hidden layer increases. Therefore, the computational cost is increased too. 
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Table 1: Classifier accuracy without PCA for four classes 

Case 

Sinus  
Normal 

Sinus 
Bradycardi

a 

Ventricular 
Tachycardi

a 

Sinus 
Arrhythmia 

MLP 1 94.37 99.86 91.13 98.88 
MLP 2 94.90 92.45 90.96 66.87 
MLP 3 95.59 99.66 94.11 98.72 
MLP 4 97.86 86.01 97.95 95.34 
MLP 5 94.15 92.73 91.47 65.19 
MLP 6 97.84 95.38 94.97 96.11 
DNNs 2 layers 97.21 99.59 97.86 94.49 
DNNs 3 layers 95.12 99.46 99.49 97.48 
DNNs 4 layers 97.66 99.73 98.55 93.89 
DNNs 5 layers 96.06 99.86 99.57 93.33 
DNNs 6 layers 96.68 99.73 94.45 90.85 
DNNs 7 layers 97.04 99.79 97.53 93.72 
DNNs 8 layers 98.44 99.66 98.12 94.27 
DNNs 9 layers 97.47 99.18 99.65 94.06 
DNNs 10 layers 97.47 90.22 99.66 93.97 
SVM (1 vs 1) 92.12 94.16 93.34 34.72 
SVM (1vs All) 82.86 99.86 89.16 76.96 

 

Table 2: Average accuracy for NNs, DNNs, and SVM without PCA for several 
activation functions and loss function 

Classifier Model 
 Performance 

 Training 
(%) 

Testing 
(%) 

 
(HN= 100); (HL= 1), (E = 100);  
(AH = Sigm; AO = Sigm); (LF = CCE) 

95.58 95.56 

(HN = 100); (HL = 1), (E = 100);  
(AH = Sigm; AO = Sigm); (LF = MSE) 87.38 87.67 

 
(HN = 100); (HL = 1), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 

97.28 96.24 

 
(HN = 100); (HL = 1), (E = 100);  
(AH = Relu; AO = Soft-sign); (LF = MSE) 

 
97.24 

 
94.24 
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(HN = 100); (HL = 1), (E = 100);  
(AH =Sigm; AO= Soft-sign); (LF =MSE) 

 
86.18 

 
86.95 

 
(HN = 100); (HL = 2), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 

97.00 96.38 

 
(HN = 100); (HL = 3), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 

96.18 95.59 

(HN = 100); (HL = 4), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 97.19 96.68 

 
(HN = 100); (HL= 5), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 

97.41 94.96 

 
HN = 100); (HL = 6), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 

96.48 95.38 

 
(HN = 100); (HL = 7), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 

96.76 96.01 

 
(HN = 100); (HL = 8), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 

97.67 96.70 

(HN =100); (HL = 9), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 97.18 95.73 

  
(HN =100); (HL = 10), (E = 100);  
(AH = Relu; AO = Soft-max); (LF = CCE) 

96.73 94.33 

 
SVM with Linear Kernel (One vs One) 79.19 79.51 

SVM with Linear Kernel (One vs Rest) 68.58 69.53 
SVM with RBF Kernel 100 51.6 
SVM with Polyline Kernel Fail Fail 

(Number of Hidden Node = HN, Number of Hidden Layer = HL, Epoch = E, 
Activation Hidden = AH, Activation Output = AO, Loss Function = LF, Sigmoid 
=Sigm, Categorical-Cross-entropy= CCE, Mean-Square error= MSE) 
 

Table 2 and table, shows the training and testing results obtained for each 
configuration on DNN structure against SVM. Here, we clearly notice that using a 
DNN representation (case 2.4) leads to better classification results compared to 
others structure. The number of hidden layers is 8, by using 100 hidden nodes. All 
the parameters are a reasonable choice for our initial DNNs model. Confirm 
clearly the superiority of DNNs over standard MLP and SVM. From the 
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classification result using SVM algorithm, the best data testing accuracy is 
obtained by using SVM -Linear with one-against-one setting with an accuracy of 
79.19. Therefore, this SVM model takes a long time in training around 2176 
seconds. RBF kernel has 100% accuracy in training by using SVM with, but it 
decreases to 51.6 % in testing. However, the SVM performance is not good when 
compared to NNs 1 hidden layer because with NNs 1 layer accuracy reach 
95.56%. The biggest classification error is obtained in both normal and irregular 
data, due to both types of signals have nearly the same number of R-R intervals, it 
affects the accuracy of the beat rate. 
After obtaining the best model in terms of accuracy data from all experiments 
without noise data reduction, furthermore, the PCA algorithm is implemented. 
Such algorithm is used to reduce all data ECG which contain the noise or 
unknown beats elements for comparing the classifier performance. The 
experiment was conducted in 12 cases with different structures. Table 3 shows the 
average result of accuracy during training and testing. The results show that an 
unfiltered MLP algorithm provides a good accuracy value because the amount of 
data becomes significantly reduced and decreases the performance of DNNs. 
 

Table 3: Classification accuracy in MLP, DNNs, SVM with PCA 
Description of 
NNs Structure 

Training 
Accuracy 

Testing 
Accuracy 

Average 
Accuracy 

MLP (No. Filter) 97.57 96.40 96.17 
MLP with Fix Threshold 97.62 97.13 95.92 
MLP with Auto Threshold 97.21 96.77 95.72 
DNN without Filter 97.14 96.47 95.30 
DNN with Fix Threshold 96.97 96.15 95.03 
DNN with Auto Threshold 96.98 95.66 94.89 
SVM RBF without Filter 95.05 51.63 50.39 
SVM RBF with Fix Filter 95.08 51.54 50.54 
SVM RBF with Auto Filter 95.11 50.75 50.86 
SVM Linear without Filter 79.28 79.28 79.03 
SVM Linear with Fix Filter 79.56 79.75 79.57 
SVM Linear with Auto 
Filter 79.77 79.30 79.49 

 
Analysis of the overall accuracy of the DNNs implementation in this study can be 
seen in Fig. 5. The parameters assessed are sensitivity, precision, F measure, and 
accuracy. It has been obtained from the results, that the highest average sensitivity 
value is the sinus normal data, and the lowest average value is the sinus 
arrhythmia data. While the highest average precision value is Ventricular 
tachycardia data while the lowest average value is sinus arrhythmia data. In 
addition, the highest F measure value is Ventricular tachycardia data while the 
lowest value on the sinus arrhythmia data. Therefore, it can be concluded that the 
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lowest classification parameter is on the sinus arrhythmia data because there is 
still a lot of data that has not been clearly classified due to noise. While the lowest 
classification parameter that is on the ventricular tachycardia data, because the 
amount of data is less and the value is detailed classified. 

 

 

 
Fig. 5 Performances of all classifier 

5      Conclusion  
We have proposed and evaluated an intelligent system for the cardiac activity. 
This system classifies an ECG waveform in terms of rhythm features using a 
Deep Neural Networks with 18 cases against NNs and SVM algorithm. The 
proposed DNNs achieved a high-level of accuracy compare to NNs and SVM, 
about 96.7 %, 95.56%, and 79.51% respectively. However, the noise data is 
included in the classification process without process noise cancelation in pre-
processing stage. This research is appropriate for a project at an early stage. In the 
future, we intend to implement and evaluate our system based on unsupervised 
approach, with noise cancelation processing using Denoising Auto-Encoder (DAE) 
with AAMI class and the data obtained directly from a patient, by adding a ''live 
mode'' to our system, which will allow it to be combined with Holter monitoring. 
We also plan to improve the accuracy of classification by reformulating the 
method of P wave detection and QRS complex analysis. 
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