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Abstract 

     ATP Tennis stands for the “The Association of Tennis 
Professionals” which is the primary governing body for male tennis 
players. ATP was formed in Sep 1972 for professional tennis players. 
A study has been done on tennis players’ datasets to implement 
supervised machine learning techniques to illustrate match data and 
make predictions. An appropriate dataset has been chosen, data 
cleaning has been implemented to extract anomalies, data is 
visualized via plotting methods in R language and supervised 
machine learning models applied. The main models applied are 
linear regression and decision tree. Results and predictions have 
been extracted from the applied models.  In the linear regression 
model, the correlation is calculated to find the relation between 
dependent and independent variables, furthermore the results and 
prediction are extracted from the linear regression model. Also, three 
hypotheses are applied for multiple linear regression model. The 
decision tree modeled the best of 3 or best of 5 sets of matches and 
predicted which set of matches would be considered best. 

     Keywords: Machine Learning, supervised learning, linear regression, 
decision tree, R language, Tennis, ATP. 

1      Introduction 

Tennis is a sport which stems from the racquet sports category. This sport can be 

played against one player or between double players. The tennis players face each 

other on a rectangular tennis court field separated with a net in the middle across 

its width. Tennis can be played on a multitude of surfaces such as hard, clay, grass 

or carpet, which are used in many tournaments. If the players made two attempts, 

which in tennis terminology is called a server legal, the players go back and forth, 

hitting the ball before a player scores a point to win the rally (Sipko, 2015). 
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 This research aims to implementing supervised machine learning models 

on a tennis match dataset (tennis players and tennis matches data gather 

throughout the years) to analyze, extract relevant knowledge and obtain 

predictions. The main objectives are:  

 To obtain and analyze a tennis players dataset. 

 To apply supervised machine learning techniques: linear regression and 

decision tree.  

 To extract relevant knowledge from analyzing the dataset. 

 

2 Machine Learning Models Background 

Supervised Machine Learning (SML) is the quest for algorithms that reason from 

externally supplied instances to generate broad hypotheses, which subsequently 

make predictions about future instances.(Burkart & Huber, 2021; Singh et al., 

2016; T Akinsola et al., 2017) 

2.1 Linear regression 

The correlation coefficient will be used to calculate the relationship between the 

two variables. It is given the strength and direction of the relationship between the 

two variables. It remains also important to note that the correlation coefficient 

between the two variables measure only the relationship. Regression analysis is a 

mathematical method or technique that examines the relationship between the 

objective (dependent) and the predictor (independent variable). In the study of 

regression analysis, variables can be categorized into two types, dependent 

variable and independent variables (Damanik et al., 2019) (Pant & R. S. Rajput, 

2019). The values of the dependent variable resulted from changes in the values of 

the dependent variables. Depending on the number of variables available, the 

regression analysis is split into two groups: simple linear regression and multiple 

linear regression. A simple linear regression model describes the linear 

relationship between two variables; furthermore, a multiple linear regression 

model describes the linear relationship between a single dependent variable and 

several independent variables (Pant & R. S. Rajput, 2019) . 

2.2 Decision tree 

The decision tree is a flexible algorithm for machine learning, capable of both 

regression and classification functions. They are incredibly efficient algorithms 

that suit complex datasets. Furthermore, a decision tree is a fundamental aspect of 

"random forests," one of the most potent algorithms for machine learning 

nowadays (Johnson, 2022). 

 Decision-tree is the most effective and fastest data mining technology 

usually used in prediction and data analysis (Es-sabery & Hair, 2019). A decision-

tree method turns a very significant fact into a decision tree representing the rules. 

For natural language, the rules can be easily interpreted. The essential advantage 

of using a decision tree is its capability to break down complicated decision-
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making processes to be easier so that decision-making can better define problem 

solutions by translating data type [tables] into a decision-tree model, converting 

the decision-tree model into a rule. Decision-trees are also useful when exploring 

data, namely attempting to find hidden patterns and relationships with a target 

variable between several potential input variables (Damanik et al., 2019).  

 

3 Methodology 

There are several key phases to any project, the phases start by first collecting the 

appropriate data set, clean the data, visualizing the data, building the machine 

learning models, evaluation and analysis of the results obtained from the mode. 

Fig 1 shows the methodology phases.    

 

Fig 1 Methodology Phases 

3.1 Data collection 

 A dataset is a set of data grouped together for analysis purposes. It 

contains several features that describe the information gathered. The dataset 

collected for this project sourced from (Sackmann, 2020). The obtained dataset 

contains information about tennis players since 1968 until 2020. Some of the 

features include players names, rankings, tourney information, age and other 

details discussed later in the design and implementation phases. The Fig 2 

samples the data used in the dataset from the website (ATP Tour, 2022). 

 

Fig 2 Dataset preview 

3.1.1 Data dictionary 

In the ATP Tennis Player dataset, after data cleaning, it contains forty-two 

columns. We have chosen some columns that need to be understood what they 

mean to help with the analysis process (“Historical Dictionary of Tennis,” 2012; 

Jefferys, 2012; Lake, 2012). The explanation shows in the Table 1. 
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Table 1. Data set features explanation 

Feature  Details  

tourney_id    “a unique identifier for each tournament” 

tourney_name  ”The name of a tourney” 

Surface        ”Tennis is played on a variety of surfaces and each surface has its own 

characteristics which affect the playing style of the game. There are four 

main types of courts depending on the materials used for the court 

surface: clay courts, hard courts, grass courts and carpet courts. ” 

Draw size     ”number of players in the draw, often rounded up to the nearest power of 2” 

Tourney level  ”Name of ATP tennis series which are "ATP Tour 250/500 Series", 

"Masters", "Grand Slam", and "Tour Final”. ” 

Tourney date  ”Date of tourney,usually the Monday of the tournament week. ” 

Winner id     ”the player_id used for the winner of the match” 

Winner name   The name of the winner  

Winner hand   ”Winner hand used in the game: left or right ” 

Winner height ”Winner’s height in centimeters, where available” 

Winner ioc    ”Winner’s three-character country code” 

Winner age    ”age, in years, as of the tourney_date” 

Loser id      ”the player_id used for the loser of the match” 

Loser name    ”Winner hand used in the game: left or right” 

Loser hand    ”loser hand used in the game: left or right” 

Loser height  ”Loser’s height in centimeters, where available” 

Loser ioc     ”loser’s three-character country code” 

Loser age     ”age, in years, as of the tourney_date” 

Score         ”Score points, method of tracking progress of a match. A match consists 

of points, game and sets” 

Best of       ”'3' or '5', indicating the number of sets for this match 

Set: A unit of scoring. A set consists of games and the first player to win six 

games with a two-game advantage wins the set. In most tournaments 

a tiebreak is used at six games all to decide the outcome of a set. ” 

Round         ”Round of matches from first round to the final which are  

“First Round, with 128 players (sixty-four matches)  R128” 

“Second Round, with 64 players (thirty-two matches)  R64” 

“Third Round, with 32 players (sixteen matches)  R32” 

“Fourth Round, with 16 players (eight matches)  R16” 

“Quarterfinals, with 8 players (four matches)  QF”   

“Semifinals, with 4 players (two matches)  SF”    

“Final, with the last two players playing for the title  F” ”    

Minutes    ”match length, where available” 

w_ace        ”Winner’s number of aces.  

A serve that the returner does not even touch with her racquet. An ace wins 

the point immediately for the server” 

w_df       ”winner's number of doubles faults. 

Two serving faults in a row in one point, causing the player serving to lose 

the point 

w_svpt        Winner’s number of serve points. 

Serve: the starting stroke of each point. The ball must be hit into the 

opponent's service box, specifically the box's half that is diagonally opposite 

the server” 

w_1stIn      ”Winner’s number of first serves made. 

A first serve is made when there has been no fault on the point”  

w_1stWon      ”winner's number of first-serve points won” 

w_2ndWon      ”winner's number of second-serve points won” 

”Second serve occurs when there has already been one fault on the point. ” 

w_SvGms       ”winner's number of serve games” 

w_bpSaved      ”winner's number of break points saved” 

”a point which allows the receiving player to break the service of the server” 

https://en.wikipedia.org/wiki/Clay_court
https://en.wikipedia.org/wiki/Hardcourt
https://en.wikipedia.org/wiki/Grass_court
https://en.wikipedia.org/wiki/Carpet_court
https://en.wikipedia.org/wiki/Glossary_of_tennis_terms#tiebreak
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w_bpFaced     ”winner's number of break points faced” 

l_ace         ”loser’s number of aces. ” 

  l_df          ”loser 's number of doubles faults” 

 l_svpt        ”loser 's number of serve points” 

 l_1stIn       ”loser 's number of first serves made” 

 l_1stWon      ”loser 's number of first-serve points won” 

 l_2ndWon      ”loser 's number of second-serve points won” 

 l_SvGms       ”loser 's number of serve games” 

 l_bpSaved     ”loser 's number of break points saved” 

 l_bpFaced     ”loser 's number of break points faced” 

 Winner rank   ”loser’s ATP or WTA rank, as of the tourney_date, or the most recent 

ranking date before the tourney_date. ” 

”Or A hierarchical listing of players based on their recent achievements. 

Used to determine qualification for entry and seeding in tournaments. ” 

 Loser rank   ”loser's ATP or WTA rank, as of the tourney_date, or the most recent 

ranking date before the tourney_date” 

 

3.2 Data cleaning 

Data cleaning is one of the most crucial steps to be taken into consideration before 

implementing any model on large sets of data. This step can be challenging since 

the enormous size of the data and its rapid growth. Data cleaning is the process of 

eliminating and correcting false data, empty values, or corrupt data to remove 

impurities (Fujo et al., 2022). Corrupt data can lead to inaccurate modeling and 

prediction of data which will lead to false results. Filtering the data is also 

included in the process of data cleansing. Cleaning filters out data outliers 

including duplicate, null, poorly formatted, and incorrect records. The process of 

data cleaning implemented on our dataset is explained in the implementation 

phase.  

3.4 Data visualization 

Data visualization defines as the implementation of modern visualization methods 

to model and illustrate data and relationships within. Visualization methods 

include applying techniques that project real time changes. Data visualization is 

important to understand patterns existing within the dataset and further understand 

the data before implementing machine leaning models for predictions. Visuals 

tend to explain data better than numeric interpretations. Some visualization 

libraries used during our implementation will be discussed in detail below.  

3.5 Build the ML model 

For this case study, two supervised machine learning models will be implemented 

which are multilinear regression and decision tree. Each model focuses on 

different aspects of the dataset, represents and models. The next phase discusses 

more on how the models will implemented, libraries and results. 

3.6 Evaluation and Analysis 

The final phase of methodology is model evaluation and analysis which highlights 

the main observations resulting from the implemented models. Observations such 

as plotting, visualizing the graphing the predictions. 
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4 Data preprocessing and visualization 

4.1 Import data 

After the necessary packages have been loaded, now it is time to import the data 

set, there are 65 files of ATP tennis matches that have been collected, but our 

focusing will only be on the ATP matches from 1986 to 2020. Thus the number of 

files that have been imported to the workspace is 52 CSV files. 

4.2 Data cleaning  

In this section, the data will be clean and normalized to be ready for analyzing it 

and extract good knowledge from it. The data cleaning has been done with several 

steps. Firstly, as the data is separated due to different years in different files, it 

will be hard to manage them. So the first step is to combine all CSV files in one 

data frame by using rbind.fill() function. After combining the data, we got 183471 

rows; for sure, not all of the details are necessary, so it should be analyzed to 

clean and apply the needed change on data. 

Starting with the date when check the tourney date noticed that it is listed as 

normal numeric which it requires a data type change, so the first step is to convert 

the tourney date from integer to date and split them by dash using transform() 

function.  

Now coming to the removing unnecessary data step, when understanding the data, 

notice that the tourney name "Davis Cup" is almost incomplete, and the "Davis 

Cup" play doesn't match the rest of the data so it will be removed from the data 

frame.  

Now removing Challenger level matches where tourney_level equal C. they 

should not be in the data set, possibly a mistake because it appears only in some 

years, this may cause a mastics in the result of the prediction. Since London 

Olympics is not an international so it will be removed from the data set , and 

Beijing Olympics will be removed too. 

An extra character has been found in the feature ‘s-Hertogenbosch, for easier 

manipulation the column has to be renamed to remove the extra character. 

Rows of incomplete data has to be removed prior to implementing the models 

because outliers could affect the final prediction and give inaccurate results. 

There are columns that were found to be irrelevant to our case and will most 

probably not be used in any of the models. For the most accurate results, unused 

columns have to be removed such as “match_num, winner_entry, 

loser_entry,winner_rank_points, loser_rank_points “. 

Additionally, the winner_seed and loser_seed in leiu features of world winner 

rank/loser rank have to be excluded. 

Data of players retired have found to be irrelevant because the main object is to 

find the ranks of current tennis players. So, rows where it belongs to retired 

players have to be filtered out. 



 195                                                     Applying Machine Learning- Supervised… 

Walkovers or players who quit during the game service no purpose to our analysis 

because we only require winners/losers who completed the match. Filtering the 

forfeiters is mandatory. 

Some feature names are ambiguous, for better understanding the columns are 

renamed such as A stands for ATP Tour, M stands for Masters, G stands for 

Grand Slam and F stands for Tour Final. Moreover, 

the winner_ht and loser_ht columns renamed to winner_height and loser_height.  

The last step is redefining the variable, best of, draw size and tourney level 

variable form. That of these variables was interpreted as a type of character or 

integer, whether they really are factors. 

Also defining the round levels, as the tournament rounds have a legacy order. The 

last stage of the round is RR, for clarify. This means "round robin" and displays 

matches played in a round robin tournament. The only matches which fulfill this 

requirement are the ATP World Tour Finals that are held every year.  

After data cleaning, it’s worth to view the structure of cleaned data by three ways: 

str and glimpse and view functions.  

After Data Cleaning, the dataset is ready to be analyzed. Function str and glimpse 

used to view the structure of cleaned dataset.  the glimpse() function used to make 

it possible to see every column in a data frame  

4.3 Data visualization and analysis  

The "ATP Tennis Matches" data set includes a data collection from 1986 to 2020 

for the men's ATP circuit. This section provides some analysis and visualization 

for ATP tennis matches. 

 Countries and Players 

In this project we observe the USA is the outright winner with 168 players. Spain 

comes in second place, where it holds 87 players. The third place is France, with 

86 players the other countries shown in the Fig 8. The Fig 3  shows only the top of 

thirty countries. 

 

Fig 3. Countries and Players 



 

 

 

 

Moaiad Khder et al.                                                                                           196 

 Rankings and Year 

Display the players and the number one ranking they held each year. After that, 

create a bar chart that indicates the number of years they have at least the number 

one. The Fig 4 shows the top 10 winner players and count how many times got No 

1 Ranking for each year. The players could be lower than number one in the same 

year, which shows the players' longevity and persistence. The usual names like 

Roger Federer, Rafael Nadal, Novak Djokovic, Peta Sampras, and Andre Agassi 

have dominated tennis for the past 52 years. 

 

Fig 4. Top 10 players with ranking No 1 

 

 Number of First Ranking Tennis Players from 2005 to 2020: 

There is no complete domination from years 2005 - 2020 except for 2006, 2007, 

2015, and 2019. For 2015 and 2019 dominated by Novak Djokovic. 

The ranking data are shown in the Fig 5: 

 

Fig 5.. Ranking data from 2005- 2020 
 

 Adelaide Winners  

The following Fig 6 shows the Adelaide winners: 
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Fig 6.  “Adelaide Winners” 
 

 Distribution of Age of Adelaide Winners: 

 

Fig 7.  Age of Adelaide Winners 

 

As you can see in the Fig 7, the minimum age of tourney Adelaide is 17, and the 

maximum period is 28, while the middle age is between 22 and 23, and the most 

repeated age is 20. The same process can be applied to the other tourneys to see 

the difference in ages.  

 Surface 

Fig 8 shows the number of matches on different surfaces are shown in a bar plot. 
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Fig 8.  No of Matches on different surface 

 

Fig 9, shows top 8 winners on all surfaces 

 

Fig 9. Top winners in all Surface 

 

 Tournament Levels 

Fig 10 shows the number of matches on different tournaments   
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Fig 10.  “Tournament Levels” 

 

 Histogram Plot for all attributes is shown in Fig 11 

 

Fig 11. Histogram Plot for all features 

 

 Density Plot for all attributes is shown in Fig 12 



 

 

 

 

Moaiad Khder et al.                                                                                           200 

 

Fig 12. Density Plot for all features 
 

 

5 Linear Regression Model 

Regression analyzes are a statistical method very commonly used for creating a 

model of relation between two variables. One variable is called a predictor 

variable, the value of which is obtained through experimentation. The next 

variable is the answer variable, the value of which comes from the variable 

predictor. 

These two variables in linear regression are associated by an equation in which 

the exponent (power) of the two variables is 1. A linear relation mathematically 

describes a line when drawn as a graph. a linear relationship A non-linear 

relationship where a variable's exponent is not equal to 1 produces a curve. 

They are steps to follow to create a relationship, first, an experiment is conducted 

to obtain a comparison of measured values. Then, relation model constructed by 

using the lm() function in R. After that, mathematical equation using the 

coefficients from the generated model is found. Moreover, the relation model 

summary is getting to know the average prediction error (Residual). Finally, 

predict() function in R is used to predict the weight of new individuals. 

In this section, a study is done on the effect of break points winning affects the 

first serve points won by the player. 

5.1 Libraries used: 

Some libraries used for linear regression model are: (RDocumentation, n.d.) 

Rvest: make it easy to scrape data from HTML web pages. 

Tidyverse Package: set of packages work for data representation and visualization, 

library tidyverse load the core tidyreverse packages:  

Dplyr:  used for data manipulation.  



 201                                                     Applying Machine Learning- Supervised… 

Tidyr:  help to create tidy data and describe a standard way of storing data. 

ggpolt2: dedicated to data visualization. It can greatly improve the quality of the 

graph. 

Purr: for functional programming  

MASS: Functions and datasets to support Venables and Ripley 

Rcompanion: to support summary and analysis in R 

Knitr: to make flexible, fast dynamic report generation in R  

Carrt: is a series of functions to streamline the predictive modeling process. 

5.2 Correlation  

Use a Pearson correlation (r), which calculates a linear association between two 

variables (x and y). There are various approaches for the study of correlations. 

Also known as a parametric correlation test, it depends on how the data is 

distributed. It can only be used if the distribution of x and y is natural. The y = 

f(x) plot is called the linear return curve. 

 

The variables used in this research are as follows: the dependent variable:  

Dependent variable: w_1stWon “Winner's point number of first Serve” 

Independent variable: w_bpSaved “Break Points Winning by Players”.  

A correlation value 0.4518554 is established between the variables; a fair 

connection between two  variables of Break Points that are won by the player and 

the number of games the player won. A positive (proportional) relation between 

the two variables implies that the higher the break points, the more points won. 

Fig 13 shows the result of correlation. 

 
Fig 13. Correlation Value between 1stWon and w_bpSaved 

5.3 Simple Linear Regression Model  

The final model has a modest Adjusted R-squared of 1.943. It is somewhat 

surprising to me that R-squared is that low, because I use a bunch of predictors 

that are only known after the game. Nevertheless, there is one predictor that is 

known before the game and it is difference in ranks. After finding the value of the 

linear regression, a plot has to be drawn to make the findings clearer. Fig 14 

shows the linear regression value. 

 

Fig 14. Linear Regression Model Result 
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 Fig 15 shows the plot that represent the linear regression result. 

 
Fig 15. Linear Regression Plot 

The predictive interval indicates the uncertainty around a single value, while the 

confidence interval indicates the uncertainty about the mean predictive value. 

Thus, the forecast interval will normally be much wider than the confidence 

interval for the same value. 

Using a confidence interval when using a predictive interval will greatly 

underestimate the uncertainty in each predicted value (Bruce & Bruce, 2017). 

The R code creates a scatter plot with lines: blue illustrates the regression line, 

grey illustrates the confidence. Red illustrates the prediction. Fig 16 illustrates the 

predict plot for the linear regression model. 

 
Fig 16. Predict Plot 

 

5.4 Multiple Linear Regression  

Several variables have recoded consisting of characters in numerical variables 

prior to the regression analysis (Surface, Rounder, Tourney Level and Tourney 

Name). 

In addition to the correlations, the following examination will take the form of a 

linear several regressions to see additional relationships between variables. The 

relation between multiple explanatory variables and a dependent variable will be 
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analyzed. As the variable dependent, use the score (points) are used. Points is used 

as interdependent variable. 

Before forming the multiple linear regression, there are some steps to follow to 

have clear findings. The first step is to measure the difference in the score as it 

shows the change between two tests. For the first test, the IT is determined by 

subtracting the value. Fig 17 shows the score before and after the score difference. 

 

Fig 17. Score before score differences 

 

The second step is to keep the only variables to be used in the analysis by using 

select function. Fig 18 shows the number of variables before and after using select 

function. 

 

Fig 18. Number of variables before and after select() function 
 

The third step is to clean up some data to have clear results. For example any 

winner or loser hand hold unknown value is filled with ‘U’.  Then deal with 

winner’s height loser‘s height and minutes null values and calculate the means of 

different groups of values. Alter that combine some variables to get more accurate 

result because the winner maybe a lose some times, according to that, the winner 

and loser age, the winner and loser height, winner and loser ace, winner and loser 

rank and winner and loser double faults are combined, then having a data frame 

by transforming all columns with columns that match a certain name. 

Three plots are drawn to represent the relations between the variables. Fig 19(a) 

shows the relation of a player rank the winner and the player points. Although 

some points might differ a bit, it is globally very similar, no matter the surface 

played or the ranking of the player. Sense as higher in the ranking (low numbers) 

as you have more points (high numbers).This adverse relation is highlighted by a 

negative estimate of winner points. This relationship is seen in the graph and the 

tournament and round are considered. In addition, the top-ranking player does not 

normally play smaller tournaments like the ATP250 Series. This correlates to the 

facts.  Fig 19(b) shows this relation and takes in consideration the Tourney Level 

and the Round. Low ranked player is playing first round of tournament while high 

ranked player, starts later in the tournament. Fig 19(c) highlights the relationship 

between Player Rank -symbolized by a number of points- and the points: the 

highest the points, the lower the rate. 
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Fig 19. Visualization between player rank and player points, between Tourney 

level and the Round, between the player points player rank 
 

 We opted to consider many different numerical variables as explanatory 

variables and finally only maintained those with a sufficiently small probability 

value. One of the effects on the relationship of statistical studies is a probability 

value. The probability value is one of the effects on the relationship of statistical 

studies. It decides whether the estimate varies considerably from null and 

therefore whether the variable is significant in the model. Fig 20 shows a sample 

result of multiple linear regression correlation.  

 
Fig 20. Sample Correlation of Multiple Linear regression 

 

After plotting data in a graph, the model was created for different relationships. 

Three models of different relationships have been created that have different 

results. 

Fig 21(a) shows the first model involving a different attribute:   points , winner 

number of serve points , loser break point faced ,the player height, the player 

rank ,winner’s number of serve games, loser’s number of serve games, and player 

ace, using poly() function. 

The poly() function in the stats package generates a matrix of (orthogonal) polyps 

over a set of values. When entering polynomial terms in a statistical model, the 

typical incentive is to ascertain whether the response is "curved." 

A further important value is R2, meaning that the percentage of variance that has 

been described is fewer than the variance of the dependent variable. A valid R2 

should normally be more than 50 percent anywhere. As seen from the study that 
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very small R2 of 0.3777. The adjusted R2 is 0.3777 and the default error is 7250 on 

10 with 77755 degrees. It is a very high-quality mistake. 

In general, the adjusted R2 and the standard regression error should be examined. 

They are impartial estimators that correct the number of calculated coefficients 

and the sample size. 

The standard mistake displays the average distance from the regression line for 

the values observed. It shows how wrong the regression model is with the solution 

variable units on average. The lower the rates, the closer they are to the line. 

Through this analysis, however, the model is not entirely confidential, even if we 

have significant estimates. 

The second relation developed from the distance of Cook is used to identify 

influential outliers in regression analysis in a variety of predictor variables. This is 

a way of finding points that impact the regression model negatively. The metric is 

a combination of the heel and the residual value of each observation; the higher 

the heel and the more waste, the greater the distance of the cook. 

The second relation is between winner rank, loser rank, surface, tourney name and 

round. As observed, that very small R2 of 0.3752. The R2 set is 0.3751 and the 

default error is 5837 on 8 with 77757 degrees. It is a very high-quality mistake. 

Fig 21(b) show the result of second relation in multiple linear regression.  

 
Fig 21. Linear Regression Model Result Relation1, Relation2 

 

The third relation is between points with  winner’s number of serve points, lose’s 

break points faced  ,player’s double faults , poly of winner’s number of serve 

games, , loser’s number of serve games winner and player ace. Through 

observation, very small R2 of .0.3751. The adjusted R2 is 0.375 and the default 

error is 5830 on 8 and 77702 degrees. It is a very high-quality relationship. Fig 

22(a) show the result of third relation in multiple linear regression. 

The fourth relation is between player points with winner’s number of serve points, 

loser’s break points faced, player’s double faults, winner’s number of serve games, 

loser’s number of serve games winner and player ace. Through observation, the 

Residual standard error is 5.761 on 77703 degrees. Fig 22(b) shows the result of 

fourth relation in multiple linear regression. 
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Fig 22. Multiple Linear Regression Model Result Relation3, Relation4 

 

A moderate modified 0.342 R-squared standard is available in the final model. It 

is a little bit odd that R-squared is that weak, since we use a lot of game-only 

predictors. However, before the game is known a predictor and differential in 

ranks. 

At the end the predict function implemented based on point greater than to twenty. 

Fig 23 illustrates a sample of prediction. 

 
Fig 23. Prediction sample result for Relation 4 

 

6 Decision Tree Model 

For several factors, the decision tree model was selected to be in this project. 

Firstly, decision trees figured out that when compared with other models, it 

needed less time to prepare data during pre-processing. A "decision tree" does not 

require data normalization. There is no need for scaling data too. Moreover, 

missing values in the data often do not substantially impact the building decision 

tree process. A decision-making process is very straightforward for all strategic 

departments and stakeholders to understand (Khder et al., 2022) (K, 2019). 

6.1 Libraries used: 

In this section there are two prime packages used to build the decision 

tree which are Party and rpart packages with their dependencies: 

(RDocumentation, n.d.) 

- Using party package  

o Library (grid): a rewrite of the graphics layout abilities plus 

some support for interaction. 

o Library (mvtnorm):“computes multivariate normal and t 

probabilities, quantiles, random deviates and densities”. 

o library(modeltools): tools and classes for Statistical Models 
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o Library (stats4):“Statistical Functions using S4 classes”. 

o Library(party):”a laboratory for recursive partitioning””” 

o Library (partykit):“a Toolkit for recursive partitioning” 

-  Using rpart Package  

o Library(rpart):“recursive partitioning and regression trees” 

o Library (rpart.plot): “This functionality incorporates and 

expands the rpart kit "plot.rpart and text.rpart". These scales 

and updates the shown tree automatically”. 

o Library(RWeka): “R/Weka Interface” 

6.2 Choose the most appropriate features:  

 Feature selection is a method of selecting essential features to boost model 

efficiency while discarding those with irrelevant information (Bukhari et al., 

2021). In this work we chose eight features to build the decision tree, which are 

surface, tourney level, round, winner rank, loser rank, best of, winner age, and 

loser age.  

6.3 Check the structure of the selected features:  

 The surface as shown in Fig 24 is a character that means it needs to be 

converted to the factor because the features can be numerical (or integer), 

categorically unordered (i.e., factor), categorical ordered or censored. To obtain 

useful results from trees, choosing the suitable variable type in a data frame is 

essential. 

 

 

 

 

 

 

Fig 24. The structure of features needed in decision tree 

 

6.4 Split the dataset into training and testing:   

Train and test set aim to train the model in the train set and check the prediction in 

the test set. The common practice, depending on the research papers, divides the 

data 80-20, 80 percent serves as model training, and 20 percent for prediction. The 

test data set will not be touched until the model is ready. The number of 

observations for the training and testing set is shown in the Fig 25. 

 

Fig 25. Number of observations 
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6.5 Select the target feature:  

This step is to select the field from the data set that wants to predict. In this work 

the target variable is best of 5 or 3  

6.6 Select the predictor features: 

  This step is to choose the variables from the data set that believe they 

"cause" changes in the value of the target variable. In this work, the selected 

predictors' variables are: surface, tourney level, round, winner rank, loser rank, 

winner age, and loser age. 

6.7 Build the model using rpart package:  

 When running the model, the result shown in the Fig 26 shows that out of 

the seven variables, an essential variable for the prediction model is the tourney 

level in helping to classify the observations into two categories, which are the best 

of five and best of three. So if the tourney level is "ATP Tour 250/500 Series", 

"Masters," or "Tour Final," then it will go to the next node to check the round. If 

the round did not reach the final, then it would be categorized as the best of 3, so 

51515 matches are not reached to the final round. On the other hand, if the match 

reached the final round, then it will go to recheck the tourney level. If the tourney 

level is "ATP Tour 250/500 Series" then it will be categorized to be best of 3 too, 

and there are 1134 out of 1272 matches in this category. Otherwise, if the tourney 

level is not "ATP Tour 250/500 Series" then it will go then surface node to check 

if it is hard then will chick the tourney level again if its "Masters" then it will be 

categorized to be best of 3 matches and here we have 69 out of 102 matches are 

best of 3. Otherwise, if the matches, not "Master," then will be categorized as the 

best of 5, 11 out of 15 categorized in this category. Now, if the surface is not Hard, 

then there are 79 out of 94 matches' categories to be the best of 5.  Else means the 

tourney level is "Grand" in this case, the matches will be categorized as best of 5, 

which are 9212 matches.   
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Fig 26. Training model result 

6.8 Make a prediction using rpart package:  

 This step is to predict which matches are more likely to be the best of 5 or 

best of 3. It means they will know among those 15554 matches (test data set), 

which will best be 5 or 3, as shown in the Fig 27 sample of the predicted matches. 

 

Fig 27. Prediction using rpart package 

 Create a table to count how many matches are classified as best of 5 and 

best of 3 and then compare to the correct classification, as shown in the Fig 28. 

 

 

Fig 28. Count misclassified 

 The result shows that the model correctly predicted 12383 matches as best 

of 3 and classified 31 matches as best of 5. By analogy, the model misclassified 2 

matches as best of 3 while they turned out to be best of 5 

6.9 Measure performance rpart Package:  

The accuracy measure can be computed with the confusion matrix for the 

classification task. The confusion matrix is a better option for classification 

success evaluation. The aim is to count the number of times exact instances are 

marked as false (Visa et al., 2011).  Fig 29 shows the idea of confusion matrix in a 

simple way.  

 

Fig 29. Confusion Matrix 

 Each row in a confusion matrix is the actual target, and each column is a 

predicted target. The first matrix row considers the best of three matches (false 

class): 12382 was classified as the best of three true negative (TN) , whereas the 
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remainder was incorrectly classified as a best of five (false positive) (FP). The 

second row (positive class) finds the best 5 to be 3138 matches (true positives) 

(TP), while the false negative (FN) was 2 matches. The accuracy test from the 

confusion matrix can be computed as the following:  

 

Therefore, the performance of the model is 99.75% which is a good performance. 

To ensure that our calculation is correct will obtain that by R using the following 

formula: 

accuracy_Test  <- sum(diag(table_mat))/ sum(table_mat) 

Which is a proportion of true positive (TP) and true negative (TN) over the sum of 

the matrix.  

The result of the model performance is shown in the Fig 30: 

 

Fig 30. Accuracy of testing model 

6.10 Tune the hyper-parameters: 

The decision tree has different parameters that control fit aspects. The parameters 

can be controlled with the rpart.control function in the rpart library. The primary 

purpose of tune the parameters is to try to improve the model over the previous 

value. This step will not affect too much in this case because our performance 

result is perfect since its note is less than 0.78. Anyway, we will tune the 

parameters until we get a better result than the previous one.    

In the following explain the parameters that we want to tune: 

- Build a function to return the accuracy  

- Tune the max depth (in this case set 2) 

- Tune the min number of samples a node must have before it can split 

(in this case set 200) 

- Tune the min number of samples a leaf node must have (in this case 

set round (6/2)) 

In this work, the following parameters set gave us the best performance for the 

model  as shown in Fig 31 

 

Fig 31. Tune parameters in the model 

In the Fig 32 shows the previous performance and new improved 

performance: 
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Fig 32. Improved accuracy 

6.11 Build the model using party package 

 Party package is another way to build, train and plotting the model using 

decision tree. In the following Fig 33 result shows the model using the party 

package. The result shown a big tree with many nodes, so the best way to get 

better result of the model is to prune the tree. Prune the tree is almost equivalent 

to the tune the parameters in rpart package.  

 

Fig 33. Decision tree using party package 

After pruning the tree, the Fig 34 shows the model with fewer nodes and better 

results. When comparing this plotting with the one obtained by using the rpart 

package will find a slight difference. 

 

Fig 34. Prune tree using party package 

6.12 Make a prediction of party package: 

 The used dataset have 15555 observations, so when predict by using type 

probability, can see that for all 15555 got two columns one for the best of 3 and 
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the other for best of 5 the first column shows the probability that the match will be 

best of 3 and the second column shows the probability that the match will be best 

of 5 as shown in Fig 35. 

 

Fig 35. Sample of the predicted probability for each match 

When predict by using response type then the result as shown in the Fig 36, the 

first two matches are predicted to be as best of 3. The third and fourth positions 

are predicted to be as best of 5 ... and so on. 

 

Fig 36.  Sample of the predicted response for each match 

7. Conclusion and future work  

This research focuses on the use of supervised machine learning on data from 

tennis players. The dataset includes information about tennis players, matches, 

and scores, among other things. Data preprocessing is also used to clean and 

remove abnormalities. The tennis huge data collection is analyzed using machine 

learning techniques: Linear regression and decision trees. The decision tree 

modeled the best of 3 or best of 5 sets of matches and predicted which set of 

matches would be considered best. Also, compare the matches to the correct 

classification. Linear regression analyzed the association between dependent and 

independent factors such as the number of first serves won by the winner as a 

dependent variable and break point winning by players as independent variables. 

Each model is implemented along-side a visualized graph of the obtained result.  

Big data and big data analytics are currently the trendiest topics in the IT 

field(Khder, 2021). Now that new technologies are being adopted by data 

scientists, big data analysis has become easier than ever. Big data analytics is 

constantly evolving, so inevitably new models and techniques will emerge 

creating room for future work and further enhancement of this project. Potential 

ideas for future work implementations listed below: 

1) Expand data visualization to obtain more knowledge  

2) Implement other supervised machine learning models to enhance data 

classification and prediction 

3) Implement unsupervised learning models such as K-means clustering 

4) Apply deep learning for better knowledge discovery, application and 

prediction 
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