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Abstract 

     Retrieving user-relevant content from a large volume of data 
available on the Web via an input query is a difficult task. A user 
query may not be able to specify user information needs due to the 
ambiguous and limited number of query terms. The semantic query 
expansion (QE) strategy offers a solution to this problem by 
expanding the query with additional terms, which are semantically 
similar to the original query. However, this strategy does not 
consider individual user interest in the generation of expansion 
terms. In this article, semantic QE is improved by combining the 
notion of ontology knowledge and user interest. The proposed 
semantic QE technique involves a computing domain of the input 
query via ontology, generates expansion terms from the user 
browsing history, and finally selects expansion terms that represent 
user preferences on the basis of the semantic similarity between 
expansion terms and query and user feedback. The experimental 
evaluation indicates that expanded queries produced by the proposed 
technique retrieve more personalized contents over Web search than 
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initial user queries. The obtained results achieve 86.4% average 
precision, which proves a positive impact of incorporating user 
preferences in semantic QE.  

     Keywords: Browsing history, Information retrieval, Ontology, Personalize 
search, Semantic computing. 

1      Introduction 

In recent years, with the exponential growth of the World Wide Web (WWW), 

search mechanisms have changed positively, that is, from simple keyword-based 

matching to semantic search [1]. However, the retrieval results from the current 

searching techniques may contain irrelevant data; thus, users must struggle to 

achieve precise and correct outcomes. For the retrieval of user-interested 

documents, improving queries during WWW search is necessary. When dealing 

with search queries, experienced and inexperienced users are improperly trained 

and have no knowledge of a particular domain and thus cannot achieve their 

relevant outcomes. One way to improve user-written queries is through the 

automatic expansion of queries with additional relevant terms.  

The query expansion (QE) mechanism provides an opportunity for finding the 

additional terms relevant to an initial user query, thereby expanding it to satisfy 

user needs. A variety of QE techniques are applied in literature to enhance the 

original user queries for the retrieval of improved results via searching systems 

[2]. Semantic QE is an approach of computing and inserting meaningful 

information to search a query. According to [4], the semantic methods of QE rely 

on knowledge structures, such as thesaurus or ontology, for the extraction of 

meaningful terms to expand the user query. However, the deficiency of semantic 

QE systems lies in distinguishing different users and predicting their individual 

needs. Thus, the inclusion of user interests in the semantic QE method is 

indispensable to meet the demands of individual users.  

This research aims to semantically expand a user query while realizing user 

interests to attain a personalized Web search. The semantic element of the 

proposed QE paradigm is achieved via ontology knowledgebase, and user 

preferences are collected using the browsing history. It lets new users handle short 

and vague queries. The proposed system attempts to obtain user-related content 

over the WWW on semantic basis. The main achievements of this study are two-

fold, as described below. 

1. Design of semantic QE model based on domain ontology to extract the 

possible domains of the query at the conceptual level. 

2. The integration of user browsing history and domain-ontology semantics 

to distinguish individual user preferences over the WWW search.  

The rest of this article is organized as follows. QE techniques based on knowledge 

structures and personalize data are reviewed in Section 2. Section 3 describes the 
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functionality of key components of our approach alongwith the knowledge 

sources used in the QE strategy. The evaluation metrics and analysis of results are 

discussed in Section 4. Section 5 outlines the conclusion and presents the future 

work. 

2      Related Work 

The QE mechanism determines and appends additional related terms to a user 

query to improve the searching of information retrieval (IR) systems. Existing QE 

techniques can be categorized as statistical techniques [3] and semantic techniques 

[5]. The semantic approach for QE gains the attention of the research community, 

as this approach exploits knowledge structures, such as ontology, thesaurus or 

topic maps [5]. These knowledge structures are useful in computing meaningful 

terms via implicit relationships, which otherwise are difficult to obtain from 

textual corpus.  

Recent semantic QE techniques have explored different variants of ontology 

(including domain-specific and domain-independent ontologies) in the generation 

of expansion terms. For example, authors in [6] exploited Arabic WordNet 

knowledgebase to obtain concepts similar to user query. The proposed hybrid QE 

technique expanded queries with high accuracy in comparison to existing QE 

techniques. Cui et al. [7] created a medical ontology graph and used it to generate 

candidate expansion terms in the medical field. The authors perceive that medical 

ontology is a better source for deriving query-related terms than the thesaurus. 

The experimental results showed improved results for the proposed method over 

the thesaurus-based expansion. In [8], authors leveraged two knowledge sources, 

namely, domain-independent WordNet ontology and Wikipedia, to extract 

semantic data (i.e., candidate terms) on the basis of an input query. The expanded 

queries exhibited improved results over Web than non-expanded queries.  

Authors in [3] pointed out another vein of QE, namely, personalized QE that 

includes user information (e.g., user profile) as data source in the process of the 

user query expansion. For example, Chen et al. [9] proposed a food 

recommendation model, whereby the QE module within the model extracts user 

interest from dietary and health data sources. The proposed personalized 

recommendation model was compared with non-personalized models in terms of 

expert judgment and mean average precision (MAP) metrics. The proposed model 

achieved a higher score in human evaluation and a better MAP value than the 

counterpart models. In [10], authors developed a user profile from browsing data 

and knowledge graph. The user profile was then exploited by the proposed 

algorithm to rank the retrieval results for achieving personalized search. Overall, 

the proposed method showed +35% improvement in precision compared with the 

base system. Similarly, [11] generated personalized expansion terms from user 

profiles. These user profiles were created from the resources of folksonomy 

knowledgebase, which is tagged and annotated by users to represent their topics 
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of interest. The experimental evaluation over three datasets showed better MAP 

values for the proposed QE method using user profiles than the baseline model.   

However, our proposed QE method differs from existing semantic and 

personalized QE approaches in the following three aspects: first, we use ontology 

knowledgebase to identify the domain of the user search query. Second, we 

generate expansion terms from a browsing history document set on the basis of an 

identified query domain. Last, we take the benefit of the semantic similarity 

method and user feedback in the selection of expansion terms, which closely 

reflect user interests. 

3      Semantic QE System Based on User Preferences 

The proposed system is composed of four main steps, as shown in Fig. 1. In the 

first step, keywords are extracted from the given query. In the second step, after 

the noise is removed from the query, a set of expansion terms is generated by 

exploiting domain ontology and user history. In the third step, the expansion 

terms, which are close to the keywords (generated in the first step), are calculated 

to rank them. In the final step, an expanded query is formulated on the basis of 

highly ranked terms. This expanded query then facilitates the generation of user-

related content via the IR system. 

3.1 User Interface 

The user interface of this model is the screen with which users interact with the 

system. It is used to give a query and obtain results from the IR system. After the 

processing of query via our proposed QE system, the results are retrieved by the 

IR system on the basis of the expanded query. 

3.2 Keyword Extraction 

Keyword extraction is a task of automatic identification of terms, which best 

describe the subject of a query. It consists of two sub-steps: stop word removal 

and stemming. 

3.2.1 Stop Word Removal  

A user query may contain noise words (e.g., of, the, an, to, who), which affect the 

overall system performance. These words are said to be stop words. In this phase, 

the stop words are removed from the user query to extract the keywords. To 

remove noise words, we use Java tokenizer and a list of English stop words given 

by [12]. 
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Fig. 1: Major components of semantic query expansion system 

3.2.2 Stemming 

The query keywords obtained after the removal of stop words may be in different 

forms; for instance, keyword “expand” has forms such as “expanded” or 

“expansion.” Stemming is the process that reduces a keyword to its stem word 

[13]. We use the Porter algorithm, which removes suffixes from the keywords. 

Stemming provides keywords that can be helpful in the generation of expansion 

terms by using the QE algorithm. 

3.3 Expansion Term Generation (ETG) 

After the removal of noise words, a set of expansion terms is generated via the 

proposed ETG algorithm. It processes two knowledge sources, namely, domain 

ontology and user browsing history on the basis of original query keywords, and 

provides a set of expansion terms as output. In this section, we first describe the 

knowledge sources, and then highlight the performance of the ETG algorithm. 

3.3.1 Knowledge Sources 

The ontology and browsing history knowledge sources are utilized to depict the 

user query semantics and user preferences, respectively. 
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a) Ontology  

Ontology represents the model (concepts and their relationships) of a specific 

domain [18] and therefore is a key source for obtaining additional meaningful 

concepts about the domain. We utilize computer science (CS) ontology, which is 

constructed by [14] with the help of the CS curriculum. The protégé view of CS 

ontology is illustrated in Fig. 2. The left pane of the figure shows the concept 

hierarchy of the ontology, whereas the right pane shows the detail of each selected 

concept from the CS hierarchy, such as equivalent and disjoint classes. 

 

Fig. 2: Protégé view of ontology representing classes hierarchy 

b) Browsing History 

User browsing history contains documents clicked by a user. These documents 

indicate the kind of information in which the user is interested. Authors in [15] 

observed that a browsing document set may contain noise, such as unwanted 

document or shift in user interest. However, they argued that using a complete set 

of user-browsed documents is reliable in obtaining most user preferences. In this 

research, we only focus on documents available in the browsing history. The idea 

is to exploit these documents for extracting user interests in the form of expansion 

terms. 
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3.3.2 Expansion Algorithm using Ontology and Browsing History 

The main objective of the ETG algorithm is to utilize user preference along with 

ontology knowledge for the expansion of user query to retrieve user-relevant 

results. The generation of expansion terms by using the ETG algorithm involves 

two key aspects: the first is to judge the domain of a query input by a user. 

Ontology relationships are exploited for this purpose. The second is to find user 

interests (appropriate expansion terms) from the browsing history on the basis of 

an identified domain of the query.  

a) Identifying Query Domain  

The ETG algorithm relies on the ontology structure to recognize the domain of the 

input query. To this end, we follow the steps in the sensual semantic expansion 

(SSE) module [16]. However, we omit the sense identification steps of SSE and 

focus on parent–child relationships to obtain the domain of the given query. The 

process of identifying the query domain proceeds as follows: 

1. Find a match in the ontology for each keyword in query Q. 

2. For each match, extract parent and child concepts via IS-A relationships in 

the ontology. Append extracted concepts in Qˊ to formulate a new query. 

3. Use Qˊ to retrieve further expansion terms from the browsing history.    

b) Finding Expansion Terms 

This sub-step of the ETG algorithm determines the expansion terms from the set 

of documents listed in the browsing history of the user. For each document, the 

cohesion relations (i.e., correlation score between terms) between document terms 

are computed with the query keywords and domain (as identified in the previous 

section). Document terms with high correlation scores are then selected as 

expansion terms. The cohesion score can be measured using equation 1. 

 

(1) 

             where        

 

 

D(t) denotes a document term, K(i) depicts a keyword in query Q, and 

P(D(t) | K(i)) represents the probability of the co-occurrence of the document term 

and query term.  
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In sum, appropriate expansion terms can be determined using the following steps: 

1. For each term in document D, calculate its cohesion score with all terms in 

Qˊ by using equation 1. 

2. Select terms with high cohesion scores (i.e., above threshold values) as 

expansion terms E. Append E to Qˊ. 

3. Submit Qˊ to the IR system to retrieve user-related content. 

The step-by-step computation of the ETG algorithm for the generation of terms 

from ontology and browsing history is given in Algorithm 1. 

Algorithm 1  ETG Algorithm  

 

Input   :    Q  , The set of query keywords 

                   DO, Domain ontology  

                   BH, Browsing history 

 Output :    Q , The set of expansion terms 

    // Identifying Query domain 

1 FOR each keyword(Ki) in Q  

2   IF keyword is found in DO  

3     Extract Ki domain(s) via ISA relationship in DO  

4     Add domain(s) in Q 

5   END-IF 

6 END-FOR 

    // Finding expansion terms 

7     FOR each domain(Dj) in Q 

8         IF Dj is found in BH document 

9           Compute cohesion score with document terms  

10           Select terms with high cohesion 

11           Append terms in Q 

12         END-IF 

13     END FOR 

3.4 Determine Term Closeness 

From the set of expansion terms (i.e., output of the ETG algorithm), this step 

further determines which terms have high relevancy to the initially input query. 

Researchers have used various measuring schemes for determining term 

closeness; for example, [17], [19], and [20] used the BM-25 scheme, the KLD 

measure, and the TF-IDF similarity score, respectively. Meanwhile, we use two 

similarity stages to calculate the weightage of terms: (1) Wu and Palmer (WAP) 

similarity scheme and (2) user feedback.  

3.4.1 WAP Similarity 

WAP similarity is used to measure the weightage of terms by using the 

characteristics of WordNet thesaurus [21]. Highly relevant expansion terms are 
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selected on the basis of a threshold value. The formula of WAP is described in 

equation 2. 

 

(2) 

where Ti is the term whose WAP weight is needed to be calculated, D 

represents the depth of Ti in a graph of the WordNet thesaurus, and LCS depicts 

the least common node among the terms Ti. 

3.4.2 User Feedback 

In this step, the user gives feedback about the terms to be finally used for the 

expansion of the initial user query. The chosen expansion terms (that are selected 

on the basis of WAP weight) are presented to the user for the further pruning (i.e., 

closest to information needs) of expansion terms. Finally, the user-selected terms 

are added to the original query.     

3.5 Query Formulation 

Highly relevant terms (i.e., outputs of two-staged similarity schemes) are added to 

the original query to formulate a new precise expanded query. The two sets of 

terms, that is, original terms and the selected expansion terms are added using the 

Boolean operator AND and OR. The newly formulated query is given to the IR 

system for the retrieval of user-related content. In our system, we use Google for 

two reasons: (1) it is a popular IR engine and (2) the retrieval effectiveness of the 

proposed system can be well validated over huge WWW corpus. 

4      Performance Evaluation 

To measure the performance of the proposed QE technique, the expanded queries 

are submitted to the Google engine to obtain user-relevant documents. The next 

sub-sections present the performance measures, which are utilized to show the 

overall performance of our system, and the result discussion. 

4.1 Performance Metrics 

Precision is the common metric used by researchers for exhibiting the 

performance of QE techniques [9]. This metric shows the ability of the proposed 

technique to withhold the retrieval of irrelevant results (i.e., documents unrelated 

to user needs). Equation 3 shows the formula for the calculation precision. 

 

(3) 



 

 

 

 

 

 

 

Raza et al.                                                                                                           20 

where RLD refers to the relevant number of documents in the result, and 

RD means the total number of documents retrieved for a query.  

This research utilizes two variants of precision metrics to show the performance 

of the proposed semantic QE, which is based on user interest. The first variant is 

Precision@50 (P@50), where precision is computed at the top 50 retrieved Web 

documents. The second variant is Precision@100 (P@100), which shows 

precision at the top 100 Web results.  

4.2 Result Discussion 

We compare our proposed semantic QE technique, which incorporates user 

preferences, with a base technique (i.e., initial query search without expansion). 

We input two queries: the initial user query and the corresponding expanded 

query in the Google IR system. The top 50 and top 100 results of the IR system 

are given attention because most users usually traverse five pages of Google 

search results at most [22].  

Fig. 3 displays the precision values at the top 50 results (P@50) for the initial and 

expanded queries. From the result of 10 sample queries, the maximum precision is 

obtained for expanded query number 9 (i.e., 92%). However, the precision 

percentage for the same initial query is 72%. That is, our proposed model is +20% 

better in achieving precise results than Google. Meanwhile, a low precision 

percentage (which is 70%) is obtained for expanded query number 8. For the same 

query, the proposed model exhibits +30% improvement compared with the initial 

query precision. Moreover, the maximum precision percentage for the initial 

query technique is 72%, which is the minimum percentage achieved in our 

proposed technique. Considering the P@50 result of all 10 queries, our proposed 

semantic QE technique, which is based on user interest, outperforms the base 

search technique. 

To further verify the accuracy of the proposed system over the Google engine, we 

also test the precision results for the top 100 retrieved results (i.e., P@100). This 

verification is important to show that the proposed technique performs even better 

if more retrieved Google results are considered for precision calculation. Fig. 4 

illustrates the P@100 results for the initial and corresponding expanded queries. 

The lowest precision (which is 70%) is obtained for expanded query number 8 by 

using the proposed technique. This query still has +30% improved precision 

compared with the initial query. The same percentage difference can be observed 

in the P@50 result for query number 8. Therefore, the proposed technique 

performance is not degraded even at the top 100 retrieved Google search results. 

In addition, the maximum precision percentage for the initial query technique is 

66%, which is even less than the minimum percentage achieved in our proposed 

technique (i.e., 70%). Considering P@50 and P@100 results, our proposed 

semantic QE, which incorporates user interests, outperforms the initial query 

search technique. 
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Fig. 3: Precision measures for queries at top 50 results 

 

Fig. 4: Precision measures for queries at top 100 results 

We also calculate the average precision to show the overall performance of the 

proposed and base systems. Fig. 5 displays the average precision values at the top 

50 results (i.e., average P@50) and top 100 results (i.e., average P@100). The 

average P@50 percentage for the initial query system is 58.2%, whereas that for 

the proposed system is 81.6%. That is, the proposed semantic QE system, which 

focuses on user interest, achieves far better precision percentage than the base 

system (i.e., initial query search system). In terms of average P@100, our 
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proposed semantic QE technique shows a +29.8% average improvement 

compared with the base system. The average P@100 for the initial query system 

decreases compared with the average P@50 results. Meanwhile, the proposed QE 

technique achieves better average P@100 than average P@50. Thus, as the 

number of results (from top 50 to top 100 results) increase, the precision of the 

proposed method is improved (which is +2.6%). This improvement suggests that 

the proposed QE method, which incorporates user preferences, expands queries 

with semantically and user-related concepts and better satisfies the user search 

requirements than non-expanded queries (i.e., initial queries input by users). 

 

Fig. 5: Average Precision for queries at top 50 and 100 results 

 

5      Conclusion  

The mismatch between search query terms and documents affects the retrieval 

results of the existing IR system. Many semantic QE methods have been proposed 

to solve the term mismatch issue. These methods take advantage of the ontology 

knowledge source to expand search queries with terms semantically relevant to 

the original search query. However, semantic QE does not consider individual 

user interests, which can be extracted from the Web browser history.     

The use of ontology can help in obtaining domain semantics, whereas user 

preferences can be collected from the browsing history. Based on these ideas, we 

incorporate user interests into the process of semantic QE. Compared with 

existing semantic QE techniques, our system identifies the user query domain via 

ontology semantics (by exploiting ontology relationships) and captures user 

intents from history logs (via correlations). The retrieval results over Google for 

queries expanded by our system achieves better precision than the initial query 
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results. The proposed technique achieves 81.2% and 86.4% average precision for 

top 50 and 100 Google results, respectively. Therefore, combining semantics and 

user interests can achieve substantial improvement in precision results.  

In this research, we focus on domain-specific ontologies for the identification of 

an initial query domain and utilize history logs for the generation of an expansion 

term set. In the future, we want to explore the effect of a large ontology (domain 

independent), as a domain-specific ontology contains limited terms. We further 

plan to exploit browsing history features, such as query session and document 

click time, in the process of expansion term extraction. 
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