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Abstract 

Logistic regression is the foremost statistical classification technique which 

has many uses in numerous disciplines including machine learning, 

bioinformatics, and medical research. However, logistic regression 

classification accuracy is hindered by large data sets. When the number of 

features exceeds the number of instances, e.g. in the classification of gene 

expression data, improving logistic regression accuracy has been an 

important challenge that draws the researchers’ attention. Ensemble 

learning techniques are designed to create a meta-classifier by combining 

several classifiers that are built on the same data to enhance the machine 

learning algorithm performance. In this paper, stacking approach is used 

to improve the accuracy of logistic regression for the classification of gene 

expression data. The stacking approach is a method in which one meta-

classifier learns the output of the combined base classifiers.  

For this purpose, support vector machines with linear and radial basis 

function, and naïve Bayes are used as base classifiers while logistic 

regression is used as a meta-classifier. 

The dimension reduction technique is used for raising the degree of 

classification accuracy of logistic regression.  

Principle component analysis (PCA) is used for reducing the dimension of 

the data before applying the stacking approach method. Several machine 

mailto:abhamad@iau.edu.sa
mailto:mohanadadam32@gmail.com
mailto:famussallum@iau.edu.sa


 137                                                               SVM and Naïve Bayes Stacking Approach… 

 

learning metrics are used for assessing the method: accuracy, sensitivity, 

specificity, the area under the curve (AUC), kappa and ROC analysis. 

The study has demonstrated that applying stacking approach with logistic 

regression results in improving its accuracy and make it applicable to 

classify the gene expression data.  

 

Keywords: - Logistic regression (LR), support vector machines (SVM), naïve Bayes, stacking 
approach, Principle component analysis (PCA), gene expression data.  

1      Introduction 

The Logistic Regression (LR) [1-3] is the most famous statistical technique for performing 

classification tasks, that has been extensively utilized in many disciplines, involving machine 

learning [4], and medical studies [5-7]. The benefit of using the logistic regression is that it 

generates a predicted probability vector for the class label, in addition the LR model can easy 

be interpreted and well understood. LR is mainly used for binary classification. However, it 

can be used for multi-class classification and it is known as the multinomial logistic regression.  

The rapid increase of the technology of microarrays has generated an enormous gene 

expression data set. Typically, the gene expression data sets include huge columns of gens with 

small rows of instances, besides, it also includes a high level of noises.  

From a statistical point of view, applying of logistic regression requires the number of the 

instances of the data set to be relatively larger than the number of the explanatory variables; 

this restricts the use of logistic regression when the number of features is less the number of 

instances.   Consequently, building a logistic regression model on the gene expression data 

remains a serious issue and is thought as a great challenge attracting the interest of many 

researchers. Even though gene expression data has a lot of features, the mainstream of 

variability in the data can be explained by only few of these features, so that these features are 

often extracted to create a reliable classifier. Therefore, for the analysis of gene 

expression data, first we would like to pick or extract only these few important genes from the 

main data rather than classifying the entire data set of the expression data. Feature selection 

techniques are aimed to pick the most important features with a reduced dimension from the 

main entered data, and then the classification method would be applied on these preselected 

features [8]. Previous studies have proved that, the performance of the classification methods 

relies on the method that is used for gene selection; accordingly, the classification method’s 

task should be   associated with the gene selection method [9]. Gene selection techniques play 

an important role in performing the classification task. Commonly, the major objective of the 

feature selection methods is to reduce the complications related to computation and time by 

generating a few of significant features that include the utmost information within the entire 

data, which will be used as an input to a classifier for obtaining a high accuracy. The great 

benefit of features selection methods that it selects few uncorrelated / independent features 

(genes), this results in solving the issues of over fitting and co-linearity, thus the logistic 

regression would be applicable to classify the gene expression data. Moreover, applying 

logistic regression on those relevant selected features will result in a significant improvement 

of its accuracy. PCA is a well-known features selection method. It calculates the eigenvectors 

of the covariance matrix of the original input’s features. PCA explains the variability of a set 
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of features in terms of a reduced set of uncorrelated linear space of such features with maximum 

variance, known as principal components (PCs) [10]. PCA is used to perform the task of 

dimensionality reduction for the gene expression training data set. After applying the reduction 

dimension technique, the stacking approach will be applied with the new reduced selected data 

features.  The ensembles have been found to be a good technique that leads to improving the 

accuracy of the classifier [11, 12]. There are numerous approaches of ensembles that are 

proposed in machine learning literature. Most of the classifier ensembles studies are focused 

on generating ensembles using a single learning algorithm [13], such as support vector 

machines, logistic regression, or neural network. 

Bagging learning ensembles, or bootstrap aggregating, proposed by Breiman (1996) and 

Boosting methods introduced by Freund & Schapire (1996) are the most popular single learning 

algorithm ensembles methods that have been used in machine learning and statistical 

researches [14, 15]. The main idea of these methods is generating different classifiers by 

manipulating the training set. Then the generated classifiers are typically combined by voting 

or weighted voting. 

Recently a new approach is proposed by applying different learning algorithms to a single 

dataset. Then the predictions of the different classifiers are combined and used by a meta-level-

classifier to generate a final prediction. This technique is called “stacking” [16]. 

Stacking is concerned with combining multiple classifiers generated by using different learning 

algorithms on a single dataset. In the first phase, a set of base-level classifiers is generated. In 

the second phase, a meta-level classifier that combines the outputs of the base-level classifiers 

is learned. To generate a training set for learning the meta-level classifier, a leave-one-out or a 

cross validation procedure is applied. Applying stacking results has shown to improve the 

classification performance compared to voting [17]. After applying the reduction dimension 

technique, the stacking approach will be applied with the new reduced features selection data   

Combining features selection and stacking approach techniques is potentially expected to 

improve the classification accuracy of logistic regression.  A comprehensive comparison has 

been done; several machine learning metrics have been used in this study.  

2     The classification methods 

2.1.     Logistic regression 

Logistic Regression (LR) [1-3] is a famous statistical classification technique for modeling 

binary data. Let 𝑥 ∈ 𝑅𝑛 denote a vector of independent or feature variables and let 𝑦 ∈
{−1, +1} denote the corresponding binary class label. The logistic model could be defined as: 

pr (𝑦 𝑥⁄ ) = 
1

1 + exp(-y(𝛽𝑇𝑥 + 𝛼))
=

exp(𝑦(𝛽𝑇𝑥 + 𝛼))

1 + exp(𝑦(𝛽𝑇𝑥 + 𝛼))
 (1) 

 

as Pr(y/x) represent the conditional probability of y associated with the features 𝑥 ∈ 𝑅𝑛. The 

logistic model has parameters 𝛼 ∈ 𝑅  and 𝛽 ∈ 𝑅𝑛  which are denoted the intercept term and 

the weight vector term respectively.𝛽𝑇𝑥 + 𝛼 = 0describes a hyperplane in the feature space, 

on which 𝑝𝑟(𝑦 𝑥⁄ ) = 0.5 , if the conditional probability 𝑝𝑟(𝑦 𝑥⁄ )larger  than 0.5, 𝛽𝑇𝑥 + 𝛼 
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would has the same sign as y, and if  the conditional probability 𝑝(𝑦 𝑥⁄ )less than 0.5 , 𝛽𝑇𝑥 + 𝛼 

would has the other sign of y. Suppose we are given a set of m training data set{𝑥𝑖, 𝑦𝑖}𝑖=1
𝑚 , 

where 𝑥𝑖 ∈ 𝑅𝑛.  denote the i-th sample and 𝑦𝑖 ∈ {−1, +1}denote the  associated class label. 

These training samples data are supposed to be independent.  According to the logistic model, 

the vector of the conditional probabilities corresponding of these samples could be explained 

as: - 

                          pr (𝛼, 𝛽)𝑖 = p (𝑦𝑖/𝑥𝑖) =
exp 𝑦𝑖(𝛽𝑇𝑥𝑖+𝛼𝑖)

1+exp𝑦𝑖(𝛽𝑇𝑥𝑖+𝛼𝑖)
𝑖 = 1, . . . . . . , 𝑚            (2)    

 

The likelihood function associated with the samples is∏ pr (𝛼, 𝛽)𝑖
𝑚
𝑖=1 , and the log likelihood 

function is: 

          ∑ 𝑙𝑜𝑔 p r (𝛼, 𝛽)𝑖
𝑚
𝑖=1 = − ∑ 𝑓(𝑚

𝑖=1 𝛽𝑇𝑎𝑖 + 𝛼𝑦𝑖)           (3)      

 

Where 𝑎𝑖 = 𝑥𝑖𝑦𝑖 ∈ 𝑅𝑛 and  𝑓 is the logistic loss function which is: 

 

                                                        𝑓(𝑧) = 𝑙𝑜𝑔( 1 + 𝑒𝑥𝑝( − 𝑧)                         (4) 

By using (4), (3) we get the following equation.  

  

    ∑ 𝑙𝑜𝑔 p r (𝛼, 𝛽)𝑖
𝑚
𝑖=1 = − ∑ 𝑙𝑜𝑔( 1 + 𝑒𝑥𝑝 − (𝑚

𝑖=1 𝛽𝑇𝑎𝑖 + 𝛼𝑦𝑖)))                     (5)          

 

The logistic loss is the negative of the log likelihood function. When dividing the logistic loss 

by number of the training samples we get the logistic loss average, 

𝑙𝑎𝑣𝑔(𝛼, 𝛽)𝑖 =
1

𝑚
∑ 𝑙𝑜𝑔( 1 + 𝑒𝑥𝑝 − (

𝑚

𝑖=1

𝛽𝑇𝑎𝑖 + 𝛼𝑦𝑖)))        (6) 

 

The maximum likelihood estimation method used to determine the parameters 𝛽 and 𝛼 from 

the training data set, through solving the convex optimization problem. 

                                                               minimize𝑙𝑎𝑣𝑔(𝛼, 𝛽)𝑖                            (7) 

                 

This optimization problem is known as logistic regression problem (LRP). LRP is a smooth 

convex optimization problem which could be solved using several techniques such as gradient 

descent, steepest descent, Newton, quasi-Newton, and conjugate-gradients (CG) methods. 

Newton method will be used in this paper. After obtaining the maximum likelihood values of 

𝛼 and 𝛽, which are the solutions of (7), finally the probability of the two possible outcomes 

will be predicted entering by entering a new features vector  x ∈ 𝑅𝑛 , to the associated logistic 

regression model; the logistic regression classifier is formed as: 

                                                     𝜑(𝑥) = 𝑠𝑔𝑛( 𝛽𝑇𝑥 + 𝛼)                          (8) 

Where 

                                                    𝑠𝑔𝑛( 𝑧) = {
+1𝑧 > 0
−1𝑧 ≤ 0
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Which picks the more likely outcome, given x, according to the logistic model.  

 

2.2     Support vector machine 

Support vector machine (SVM) [27-29] may be a somewhat new-found classification 

technique. It is attracted tons of attention within the previous couple of years. The idea of SVM 

is as follows: input vectors x are mapped to an extremely high dimension feature space z 

through nonlinear mapping ∅(𝑥), 𝑧 = ∅(𝑥). In this space, an optimal separating hyperplane is 

built. For a given training dataset with n samples  (𝑥1, 𝑦1), (𝑥2, 𝑦2), (𝑥3, 𝑦3) … … … , (𝑥𝑛, 𝑦𝑛) 

,where 𝑥𝑖 is a feature vector in a d-dimensional feature space Rd and 𝑦𝑖   ∈ {1, −1} is the 

corresponding class label. The task is to obtain a classifier with a decision function  f (x, w, b) =
𝑤𝑇∅(𝑥) + 𝑏, SVM retains an optimal hyperplane with the maximal margin that separates the 

data points into two classes. 

 

2.3     Naïve Bayes classifier 

Naïve Bayes classifier [30] is familiar popular algorithm in statistic and machine learning that 

have been found to perform perfectly [31]. Naïve Bayes has been commonly applied in 

statistics and machine learning research areas. For a given X (nxp) training data set where n is 

the number of training data and p the number of features, these training data need to be 

classified according to 𝐶 𝑤ℎ𝑒𝑟𝑒 𝑐 ∈ {1, −1}.  Naïve Bayes classifier is dependent on the so-

called Bayes Theorem.  

 

3       Material and Methods 

3.1. Datasets 

Six datasets from different types of cancers are been used in this paper, downloaded from gene 

expression omnibus (GEO) public platform (https://www.ncbi.nlm.nih.gov/geo/), with 

accession numbers GSE98708, GSE133385, GSE140684, GSE96669, GSE71799], and 

GSE115313. The GSE98708 consist of 47312 probes taken from 102 samples with primary 

tumor and 83 PDX [18]. Sample type were used as class type for the classification process. The 

GSE133385 dataset has 28940 probes from 111 patients with moderate-to-severe atopic 

dermatitis (AD) which is the most commonly inflammatory skin disease [19]. The GSE140684 

dataset has 54143 probes taken from 152 adult samples with moderate-to-severe atopic 

dermatitis [20]. The GSE96669 dataset has 48107 probes from 132 patients with junctional 

cancers of gastric and oesophageal origin [21]. The GSE71799 has 54675 probes taken from 

134 samples for identifying of molecular signatures of cystic fibrosis disease status with 

plasma-based functional genomics [22]. Finally, the GSE115313 dataset consists of 53617 

probes from 84 patients with colon cancer [23]. Table 1 summaries the gene expression data 

information used in this study. 

 

 

 

https://www.ncbi.nlm.nih.gov/geo/
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Table 1:  shows the explanatory analysis of the gene expression data. 

 

Accession 

no 
Platform  

No of 

samples 

No of 

genes 

After 

filtration 
After t-test PCs 

GSE115313 GPL16686 84 (42/42) 53617 15686 5050 52 

GSE71799 GPL570 134 (31/103) 54675 18864 2968 82 

GSE96669 GPL10558 132 (67/65) 48107 18706 4716 71 

GSE140684 GPL570 152 (76/76) 54143 2459 266 55 

GSE133385 GPL570 111 (81/30) 28940 6589 156 40 

GSE98708 GPL10558 102 (83/19) 47312 10945 2156 31 

 

 

3.2. Preprocessing steps 

Features reduction using principal component analysis. 

Principal component analysis [24,25] is that the most traditional standard linear technique for 

dimensionality reduction. Even though PCA could be a traditional linear technique, the new 

nonlinear techniques do not vanquish the traditional PCA on real life tasks [26]. It uses an 

orthogonal transformation to convert a collection of observation vectors of probably correlated 

features into a set of linearly uncorrelated features known as PCs.  

This transformation is defined in such that the first principal component has the biggest possible 

variance. Since applying of logistic regression needed features to be uncorrelated, PCA would 

be the most effective possibility because it yields reduced uncorrelated new features. 

 

4        Stacking ensemble approach 

The main aim of the ensemble learning is to improve the accuracy of the base models to 

perform specific classification task [32]. In general, every classifier vote, these votes are 

combined to predict the final class label. Consequently, the classifier obtained through the 

ensemble learning techniques is outperform the single classifier. There are various types of 

ensemble learning approaches, such as simple average, weighted average, majority voting, 

weighted voting, boosting, and bagging ensemble stacking. Some of these methods work out 

based on combining models typically from the same type while others combining models 

typically from different types of classifiers, Recent work suggests models which use stacked 

ensemble classifiers perform especially well on training and independent testing data [33-36]. 

The stacking ensemble is used in this paper. 

 

Stacking Ensemble is an ensemble method that workout by combining different types of 

classifiers. The final optimal classification performance is obtained by combining the models 

that been built by each classifier. The stacking ensemble is consisted of two phases, 

the first one consisting of the base classifiers while the second phase is consisting of a meta-

classifier whichreceives the prediction of the base classifiers as an input to 

perform the final classification.  The stacking approach is applied for the reduced data after 

using PCA. The framework of the study is shown below in Fig1. 
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Fig 1. The framework of the study. 

      

5     Methods evaluation 

In this study, we considered different types of performance measures to evaluate our methods. 

These measures are accuracy, kappa statistic, sensitivity, specificity, balanced error rate (BER), 

and area under the ROC curve (AUC). Ten-folds cross-validation with three repetitions used 

to calculate these metrics. In ten-folds cross-validation the datasets were divided into ten parts, 

then each nine folds combined to be used for training the models, and the remaining fold used 

as a test and validate the models. This process iterated ten times and the average of the ten 

iterations is calculated. Furthermore, for more evaluation, we plotted the receiver operating 

(ROC) curve which will give a different point of view that might help in assessing the models. 

6       Results and Discussions  

6.1.   Results 

The results were obtained using caret package in R statistical software version (3.6.3) for 

applying the classifiers to classify the gene expression data. We have used logistics regression 

as a top layer in the stack, the base layer classifiers were support vector machines with linear 

and radial basis function, and naïve Bayes. We compared the performance of the single and 

stacked logistics regression. Table 2 below shows the performance in terms of accuracy, kappa, 

sensitivity, specificity, balanced error rate, and AUC metrics. Overall, we noticed that the 

logistics regression classification performance has been enhanced using the stacking ensemble 

approach as shown in Table 2.  

Table 2. A comparison of single and stacking based logistic regression. 

Datasets 
Metrics 

Accuracy Kappa Sensitivity Specificity BER AUC 

Single logistic regression 

 

GSE98708 0.97 (0.94, 0.99) 0.90 (0.84, 0.97) 0.97 (0.94, 0.99) 0.96 (0.87, 1.00) 0.06 0.97 

GSE133385 0.72 (0.67, 0.77) 0.33 (0.22, 0.44) 0.77 (0.71, 0.82) 0.58 (0.47, 0.68) 0.34 0.67 

GSE140684 0.95 (0.93, 0.97) 0.90 (0.86, 0.94) 0.96 (0.93, 0.98) 0.94 (0.90, 0.97) 0.05 0.95 

GSE96669 0.89 (0.86, 0.92) 0.79 (0.73, 0.85) 0.88 (0.82, 0.92) 0.91 (0.86, 0.95) 0.11 0.89 

GSE17799 0.96 (0.94, 0.98) 0.90 (0.85, 0.95) 0.98 (0.92, 1.00) 0.96 (0.93, 0.98) 0.07 0.97 

GSE115313 0.62 (0.55, 0.68) 0.23 (0.12, 0.34) 0.85 (0.77, 0.91) 0.38 (0.30, 0.47) 0.35 0.62 

 

data 
Features reductions (PCA) 

Base calssifier1(SVM_RB) 

Base calssifier3(Naïve Bayes) 

Base calssifier1(SVM_Linear) 

calssifier2(SVM_Linaer) 

Meta-classifier (LR) 
The Performance evaluation of the models 

modelmodel  

Single classifier (LR) 
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Stacking using logistic regression 

GSE98708 0.98 (0.97, 0.99) 0.94 (0.91, 0.97) 0.99 (0.98, 1.00) 0.94 (0.90, 0.97) 0.03 0.97 

GSE133385 0.84 (0.82, 0.86) 0.58 (0.53, 0.64) 0.91 (0.89, 0.93) 0.65 (0.59, 0.71) 0.20 0.78 

GSE140684 0.96 (0.95, 0.97) 0.93 (0.91, 0.95) 0.96 (0.94, 0.97) 0.97 (0.95, 0.98) 0.04 0.96 

GSE96669 0.89 (0.87, 0.91) 0.79 (0.75, 0.82) 0.89 (0.87, 0.92) 0.89 (0.86, 0.92) 0.11 0.89 

GSE17799 0.99 (0.98, 0.99) 0.96 (0.95, 0.98) 0.96 (0.93, 0.98) 1.00 (0.99, 1.00) 0.01 0.98 

GSE115313 0.82 (0.79, 0.85) 0.64 (0.59, 0.70) 0.76 (0.72, 0.80) 0.88 (0.84, 0.91) 0.17 0.82 

 

The results above were supported and validated by plotted the ROC curves for all the single 

and stacked logistics regression in each dataset (see Fig 2, 3, 4, 5, 6 and 7) below. The ROC 

provides more insight into the performance of the methods used. 

 

Fig 2: ROC curve for GSE98708 dataset. 

 

Fig 3: ROC curve for GSE133385 dataset. 
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Fig 4: ROC curve for GSE140684 dataset. 

 

Fig 5: ROC curve for GSE96669 dataset. 

 

Fig 6: ROC curve for GSE17799 dataset. 
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Fig 7: ROC curve for GSE115313 dataset 

6.2.   Discussion 

Microarray techniques produce massive amount of gene expression data. The use of gene 

expression in a classification problem has been faced many challenges because this kind of 

data has a different structure from other commonly used data. Microarray techniques often 

produce data with small samples size and each sample has a large number of genes (variables). 

However, in the case of gene expression data where 𝑝 > 𝑛 most of the statistical methods fail. 

Therefore, to alleviate this problem dimensionality-reduction step has been performed using 

principle component analysis method. This procedure ensures that we get only a small number 

of variables that contain most of the information, variation, and bring out strong pattern in the 

dataset. 

In this study, we compared classification of microarray gene expression data using single 

logistic regression and stacked logistic regression after using the principle component analysis 

to reduce the data dimension. In addition, we presented an improvement of logistic regression 

method using the stacking concept based on support vector machines (with radial basis function 

and linear kernels) and Naïve Bayes as base layer classifiers, where the logistic regression is 

used as a top-layer classifier. The logistic regression receives the prediction from the base layer 

classifier, which enhances the logistic regression classification performance. Subsequently, we 

have tested this approach using 6 gene expression datasets. The performance has been 

measured using repeated ten-fold cross-validation with 3 repetitions, and the comparison is 

based on six metrics: accuracy, kappa, sensitivity, specificity, BER, and AUC. 

From Table II above, we have observed that the logistic regression performance is enhanced 

by the stacking compared to single logistic regression for 5 data sets out of 6. In the GSE96669 

dataset the logistic regression performance remains the same with 0.89 of accuracy. Overall, 

stacking ensemble approach improves the logistic regression accuracy with 0.062 in average. 

Furthermore, the results have been proven by the ROC curves, as shown in Fig 2, 3, 4, 5,6 and 

7. 

Overall, we have implemented an ensemble learning using stacking concept for gene 

expression data. Logistic regression method was used as top layer and support vector machines 

(radial and linear kernels) and Naïve Bayes were used as base layer in the stack to help in 

improving the logistic regression classification performance. 
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In this study, we observed a significant increase in the logistic regression performance. In 

addition, stacking consistently performed well in terms of the classification performance 

measures used. 

7         Conclusion 

This paper proposes the implementation of PCA and stacking ensemble approach with logistic 

regression for classification of gene expression. The principal components analysis has been 

used as a dimension reduction method of the gene data. Logistic regression method has been 

used as top layer while support vector machines (SVM) with radial and linear kernels as well 

as Naïve Bayse have been used as base layer in the stacking approach, six gene expression data 

sets have been used. The study concludes that applying stacking ensemble with logistic 

regression results in improving the accuracy of classification of gene expression data after 

applying the principle components analysis (PCA) for data reduction. Logistic regression 

classifies the gene expression data successfully when combining data reduction techniques. 
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